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NUCLEAR PHYSICS

Experiment 715
Weak interaction symmetries in β+ decay of op-
tically trapped 37,38mK
(D. Melconian, SFU; J.A. Behr, M.R. Pearson, TRI-
UMF; K.P. Jackson, TRIUMF/SFU)

We present here an update on our progress in test-
ing the standard model using optically trapped 38mK
and 37K. The pure Fermi β+ decay of 38mK is a sen-
sitive probe of scalar contributions to the weak inter-
action, while the decay of polarized 37K can be used
to search for right-handed currents and time-reversal
symmetry violating interactions. The background and
experimental set-ups for these experiments have been
described elsewhere [TRIUMF 2002 Annual Report,
p.34], so we provide here only a brief report on recent
progress.
Status on the scalar search

A great deal of progress has been made in accu-
rately understanding all possible sources of systematic
error, and their effect on our measurement of the β+−ν
correlation parameter, aβν . For example, by careful
comparison of our three measurements of the electric
field (fastest recoil TOF, fastest “wrong-way” recoil
TOF, and photoionized atoms) we can now constrain
our field nonlinearity to be less than 1.0 V/cm/cm and
the resulting error in aβν to be <0.0011. We can also
constrain the angle dependence of the efficiency of the
microchannel plate and assign an error of 0.0008 to this
effect.

Our experiment can uniquely constrain one poten-
tial source of systematic error from the atomic physics.
Dependence of the probability of electron shakeoff on
the recoil ion energy has been demonstrated in 6He β−

decay [Carlson et al., Phys. Rev. 129, 2220 (1963)]. A
recent simple atomic physics calculation relates this ef-
fect to atomic oscillator strengths and suggests that it
could be larger in β+ decay [Scielzo et al., Phys. Rev.
A68, 022716 (2003)]. The recoil energy spectrum to
lowest order is distorted by (1+ sErec). We are able to
constrain this effect experimentally by fitting s and aβν

simultaneously in our TOF[Eβ ] fit for Ar+1,+2,+3. We
only include s in the Ar+1 spectrum because the model
suggests that s for Ar+2 (or Ar+3) would be 0.11 (or
0.05) the size of s for Ar+1. We find s = 0.007± 0.017,
producing a change in aβν of 0.0002±0.0020. A similar
simultaneous fit to Ar+1 using our reconstructed an-
gular distribution gives consistent result and error (see
Fig. 43). We can constrain s and aβν simultaneously
because the greatest sensitivity to aβν is at the null in
the angular distribution, and because we fit as a func-
tion of Eβ . A fit to the total TOF spectrum summed
over all Eβ would be more strongly correlated to the

recoil momentum spectrum.
We have gone through our error budget in a similar

fashion and have determined all systematic effects on
aβν . The plastic scintillator energy calibration is the
one last source of systematic error we have yet to thor-
oughly define. Once this is done, the analysis will be
completed. Alexandre Gorelov presented a preliminary
result at the DNP03 meeting in Tucson: ãβν ≡ a/(1 +
bF Γme/Eβ) = 0.9978± 0.0030(stat) ± 0.0045(syst).
Polarized measurements

We continue to analyze the data set of our experi-
ment on the decay of polarized 37K taken in the fall of
2002. The results, described below, include an atomic
measurement of the polarization and a 3% measure-
ment of the neutrino asymmetry. We have also made
very preliminary measurements of the D coefficient and
an observable we call Rslow, which will require greater
statistical accuracy to be competitive.

Our measurement cycle starts by accumulating and
confining ≈2000 radioactive (T1/2 = 1.23 s) 37K in
a magneto-optic trap (MOT). The MOT provides a

Fig. 43. Constraint of the recoil shake-off dependence on
its momentum. The top plot shows the reconstructed angu-
lar distribution and comparison to a MC simulation. The
lower plot shows the effect of a 0.5% change in aβν from
the fit value, and the effect of a change in recoil shake-
off dependence of s = 0.03 (the size predicted by Scielzo
et al.). The functional dependence is quite different, so we
can constrain both effects simultaneously.

40



nearly ideal source of atoms. They are well-localized
in space (∼1 mm3) and are cold enough (∼1 mK) to
have a negligible contribution to the recoil momentum
spread. The β+ and daughter recoil freely escape the
shallow trap with negligible perturbations to their mo-
menta. We have shown from β asymmetry measure-
ments that the MOT completely depolarizes the atoms,
so we turn the MOT off and use optical pumping tech-
niques to highly polarize the atoms. We make our nu-
clear measurement during the time the MOT is off, and
so the cloud of atoms is expanding due to their small
(yet finite) thermal motion. Therefore, we turn off the
optical pumping after 1.4 ms and reactivate the MOT
in order to re-trap atoms that have not decayed, and
then we start the cycle again.

Atomic measurement of the polarization An im-
portant aspect of our polarized experiment is that we
can measure the atom cloud polarization in situ and
non-destructively using atomic techniques. We use a
pulsed 355 nm laser which only photoionizes atoms
from the excited 4P1/2 state. The resulting 37K+ ions
are collected by the electric field and detected by the
MCP detector. The photoions not only serve to image
the cloud of atoms, but also provide an extremely sensi-
tive and clean measure of the excited state population,
which is directly proportional to the fluorescence. This
is a much cleaner method than looking for the fluo-
rescence directly, because our geometry is optimized
for particle (not light) collection efficiency, and we can
use the TOF and position information to minimize and
correct for the background from β decays.

Atoms that are fully polarized can no longer ab-
sorb the optical pumping light (because there is no
higher mF ′ level to get excited to), so the degree to
which the fluorescence vanishes is related to the po-
larization. This relationship has been modelled using
the rate equations and we can fit the decay of the flu-
orescence as a function of the optical pumping time to
deduce the polarization. This is shown in the left panel
of Fig. 44. The background (dashed line) is determined
from events which do not hit the MCP in the same
place as the photoions. The right panel of Fig. 44 shows
the χ2 map for various values of the nuclear polariza-
tion input into the model. The results are consistent for
σ+ and σ− light, and average to 〈P 〉 = 0.965±0.004. To
account for the model dependence of the deduced po-
larization, we assign a systematic uncertainty of 1.5%
so that the nuclear polarization is determined to be P
= (96.5 ± 1.5)%.

Angular correlations: �� and � The β-telescope
and MCP recoil detectors are very well understood
from the in-depth analysis done in extracting our
value of ãβν . Considering the kinematics of the decay
of 37K polarized perpendicular to the telescope-MCP

Fig. 44. Fit of the vanishing of the fluorescence for various
values of the nuclear polarization for σ± (left) and the χ2

map (right) whose minima yield 〈Pnucl〉 = 0.966 ± 0.015.

detection axis, one can show that the recoil asymmetry,
apparent as an asymmetry in the x̂ direction, is directly
related to the neutrino asymmetry, Bν . Thus using the
polarization deduced from the photoion data and ana-
lyzing the position dependence of the clean β−Ar co-
incidences, we can measure Bν . The data (points) and
fit to a detailed MC simulation (line) of projections of
the MCP position spectrum are shown in the top panel
of Fig. 45. The bottom panel shows the asymmetries in
x̂ (left) and ŷ (right), which are proportional to PBν

and PD, respectively.

Fig. 45. MCP position spectra for β−Ar+1 coincidences in
the back-to-back geometry. The polarization axis is along
x̂ and so the asymmetry along that direction is propor-
tional to PBν . Shown is the data (points) and the fit to
a MC simulation (solid line). A ŷ asymmetry would arise
from the time-reversal violating D term; we do not see an
asymmetry and so we limit D to be less than 0.04.
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We obtain SM predictions for the correlation pa-
rameters based on the measured value of the ra-
tio of matrix elements, λ ≡ gV MF /gAMGT =
−0.5754(16) [Hagberg, private communication; Ball,
private communication]. The result of fitting the x̂
asymmetry and dividing out the measured nuclear po-
larization is Bν = (0.986 ± 0.029) BSM

ν = –0.758 ±
0.022, with analysis on systematic effects ongoing (see
below and Table V). Similarly, by fitting the ŷ asym-
metry (or lack thereof), we can search for a non-zero D
coefficient which violates time-reversal symmetry; final
state effects which mimic T -violating interactions have
been estimated [Holstein, Phys. Rev. C5, 1529 (1972)]
and should be half as large as those in 19Ne which mea-
sured D < 1.6 × 10−3 (90% CL) [Hallin et al., Phys.
Rev. Lett. 52, 337 (1984)]. Our result, currently lim-
ited by statistics, is D < 0.06 (90% CL).

We have investigated a few of the larger systematic
effects in the polarized experiment, the results of which
are listed in Table V. The two most significant sources
are from the atomic measurement of the polarization,
and the position of the thermally expanding cloud of
atoms. Upon turning off the magnetic field for trapping
the atoms, the cloud centroid changes. This is difficult
to characterize because the photoion techniques are ef-
fective on trapped atoms, but are relatively poor on
the optically pumped atomic cloud. Instead we probe
the polarized atom cloud position by varying its input
to the MC and making χ2 maps of the resulting fits to
the projections in the top panel of Fig. 45. This gave
an x̂− ŷ centroid with ±0.5 mm uncertainty. The vari-
ation in the fit to PBν over this same range gives us
the systematic uncertainty due to the cloud position:
δ(PBν) = ±0.012. In the same manner, we estimate
for each source listed in Table V the systematic uncer-
tainty on our Bν = −0.758 measurement.

Our measurement of the ν asymmetry is in agree-
ment with the standard model value of BSM

ν =
−0.7564(15) and so we interpret our result as a limit.

Table V. Error budget for the neutrino asymmetry mea-
surement. We are still in the process of identifying addi-
tional systematic sources and assigning their systematic
uncertainty.

Source of uncertainty δBν

Statistical 0.022
Polarization 0.015
Direction of OP axis 0.002
Cloud x̂ − ŷ position 0.012
Cloud size 0.003
MCP position efficiency 0.001
Others (in progress) −

Systematic � 0.020
Total � 0.030

Fig. 46. 90% confidence level limits on the right-handed
current parameters MR and ζ in the manifest left-right
symmetric model, including our ν asymmetry measure-
ment. Also shown as dashed (dotted) lines are the limits
obtained with measurements of Bν (Rslow) with an accu-
racy of σ = 0.001.

A comparison of our 90% CL limit to other experi-
ments that constrain right-handed currents in the man-
ifest left-right symmetric models is given in Fig. 46. In
the standard model, there is no right-handed boson, so
these limits exclude regions of lower MR and finite mix-
ing angle, ζ. Our result excludes right-handed masses
of <150 GeV/c2. Shown as a dashed line is the limit
one would obtain with a σBν = 0.001 measurement in
agreement with the SM.

As described in last year’s Annual Report, we have
added two phoswich β detectors along the optical
pumping axis with the intent of measuring the β asym-
metry. The β singles measurement was found to have
unacceptably large backgrounds due to atoms implant-
ing and depolarizing on the mirrors in front of the
phoswiches. However, by requiring a recoil coincidence
with the MCP, we obtain clean spectra of polarized
atoms that decayed directly from the optically pumped
cloud. The physics that can be extracted from such
correlations is discussed below.

Angular correlations continued: �slow The geom-
etry of the phoswich and MCP detectors, depicted in
Fig. 47, is such that fast Ar+ recoil events are supressed
because the electric field of −810 V/cm is not large
enough to significantly alter the ion trajectory, so re-
coils with large momenta along −x̂ will miss the MCP.
For slow recoils, however, the field is able to focus the
ions within the active area of the MCP. In this way, the
kinematics and geometry of these events help to pick
out slow recoil events. In the purely back-to-back ge-
ometry depicted in Fig. 47, this translates to events
where the β alone goes along x̂ into the phoswich,
while the ν and recoil are both emitted in the opposite

42



����������

����������
����������

������������

������������
������������

����

���

��
�

�
�

������

������
�

���

�

�

��

��

������

�

��
�

�� � �� ��
�

�

�

	����
� ������
�

Fig. 47. Geometry (not to scale) and kinematics of
phoswich-MCP coincidences. The top panel depicts how
the experimental set-up and kinematics of the decay ac-
cept slow recoils, while fast Ar+ will not fire the MCP. The
bottom panel shows how angular momentum can only be
conserved for the slow recoils if the initial nuclear spin is
aligned with the β direction.

direction. In reality, however, the Ar+ and ν are not
constrained to be along −x̂ and the differentiation of
fast to slow recoils becomes less precise. We have shown
that we can enhance selectivity of slow recoils based on
the TOF. At the present time with current statistics
this cut is not practical, however, this can be employed
in the future when we have more events.

Continuing to consider the back-to-back geometry
for simplicity, it is easy to show that helicity arguments
require that, for a purely V −A interaction, the initial
nuclear spin of the 37K must be aligned with the β di-
rection. If it were opposite, the initial spin projection
of mI = −I could not equal the sum of the final state
spins: mI′ + mleptons = mI′ + 1 > mI . We therefore
define a vanishing observable, Rslow, to be the ratio
of phoswich-MCP coincidences with î · p̂β = −1 over
î · p̂β = +1. We measure Rslow by looking at the x̂-
MCP asymmetry as per the Bν measurement, except
this time requiring that a β fired the phoswich detector
instead of the (back-to-back) β-telescope.

Noting that the lepton spins are aligned in back-
to-back decay, one can see that the Fermi component
(i.e. where aβν = +1) of this mixed F/GT decay is
supressed. To the extent that we measure only slow re-
coils, the Gamow-Teller part of the decay is singled out,
making us much less sensitive to the value of λ. The
dependence of Rslow on right-handed current (RHC)
parameters goes like (δ + ζ)2, where δ ≡ (ML/MR)2.
This can be understood by considering how a V +A in-
teraction couples to left-handed neutrinos: 1) directly
through a new right-handed boson exchange, or 2)
weak eigenstate mixing of the left- and right-handed
bosons. In the first case, the matrix element with a
WR exchange is supressed relative to the WL by the
1/M2

W mass-dependence of the propagator, resulting in
a M2

L/M2
R dependence. For the second case, the mix-

ing goes like sin ζ which, for small admixtures, is linear

in ζ. The overall probability of having a right-handed
current goes like the square of the sum of these two
terms, namely (δ + ζ)2.

The Rslow observable is therefore a sensitive probe
of the RHC parameters and will depend only weakly on
the accuracy of the measurement of λ. The drawback
is in the number of events: there are approximately 4
times fewer events than our Bν measurement due to
kinematics and detector acceptances, and so Rslow is
highly statistics limited. Our current data set yields
a 10% measurement of the x̂MCP-asymmetry which
translates into roughly similar limits as obtained by the
3% measurement of Bν . We plan to continue analyzing
this observable, in particular checking how much sen-
sitivity can be gained by making the additional TOF
cut to help pick slow recoil events.

These preliminary results are quite promising, and
we expect to be able to make great improvements by
resolving some simple detector problems and utilizing
increased yield expected not only from ISAC, but also
from the MBR laser upgrade described below.

Experiment 956 developments

Experiment 956, limits on tensor interactions from
recoil singles spin asymmetry, has had experimen-
tal planning progress. This observable vanishes for
Gamow-Teller transitions in the absence of tensor in-
teractions, so our present level of polarization is more
than good enough to make a competitive measurement.

We have realized that a coincidence between γ-ray
and recoil will still produce a vanishing observable, but
make the experiment cleaner as well as give the re-
coil momentum dependence. We are pursuing this with
a plan to make a measurement in 80Rb as an M.Sc.
project.

Experiment 925 developments

Initial tests of Expt. 925, isospin mixing in 36Ar
from polarized observables in 36K decay, form the
bulk of Ofer Aviv’s M.Sc. thesis, Tel Aviv University.
Modelling of the rather complex recoil TOF spectrum
to explore sensitivity to aβν is proceeding well. The
higher-energy 9.8 MeV β+ Q-value produces higher-
momentum neutral recoils than 37K, and the MCP
detects them with good efficiency, a surprising re-
sult. Plans on completing the hyperfine splitting and
quadrupole moment measurement are proceeding.

Off-line developments

We have moved the contents of the TRINAT off-
line lab in the main office building to the on-line lab.

MOPA efficiency We have improved the output
power from our tapered amplifier system by placing
one of the frequency-shifting AOM’s before it instead
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of after it. There is still sufficient pump power to sat-
urate the tapered amplifier.

MBR-110 upgrade After much effort, we were un-
able to adapt the lower-model MBR-PE ring laser to
frequency lock it to a potassium line. The design, which
replaces the 899-21 thick and thin etalons with a sin-
gle higher-finesse etalon, requires very subtle control
of that etalon with multiple feedback loops. We are
commercially upgrading the unit to a full MBR-110.
We can project that this will increase the number of
trapped atoms by a factor of three.

CFORT On the polarization front, we are working
to develop a circularly-polarized far-off resonance trap
(CFORT) which promises extremely high polarizations
because only the MF = F state is trapped and all oth-
ers are repelled. It is expected that we can achieve
>99.9% polarization. This type of trap was developed
and loaded efficiently with Rb atoms by JILA [Miller et
al., Phys. Rev. A66, 023406 (2002)]. Adapting this to
our requirements and to potassium atoms is the M.Sc.
project of Erika Prime. A ring laser adapted from an
existing standing-wave cavity will provide the light for
the trap. We have characterized this laser to have very
good spatial mode quality.

405 nm probe We hope to use the 405 nm laser to
measure the magnetic sublevel populations directly by
scanning our laser over the Zeeman-shifted transition
frequencies. This is necessary to further calibrate the
measurement of the vanishing of fluorescence to remove
its model dependence, and also allow the measurement
of the tensor alignment term in addition to the vec-
tor polarization. The 405 nm diode laser is presently
limited by its frequency linewidth. In the meantime,
we have measured the specific mass isotope shift of
the potassium 5P1/2 state between stable 39K and 41K
atoms. In the probing, we can distinguish between 4P
and 5P populations because our 532 nm pulsed laser
can only photoionize the latter. As part of this effort,
we are measuring the absolute photoionization cross
section of the 5P1/2 state as the senior thesis project
of Lorraine Courneyea at UBC.

Photoionization If we are able to photoionize atoms
directly from the ground state, we would be able to sen-
sitively probe the cloud expansion once the MOT is off
and the atoms are fully optically pumped. Presently
the photoions vanish as the atoms polarize and so
we have very weak statistics on the cloud parameters
(size, position, temperature). Photoionization from the
ground state, though destructive, could be used to im-
age both the trapped and untrapped atoms.

Coherent population trapping Coherent population
trapping is a subtle quantum mechanical interference
effect in the laser-atom system that could in principle

limit polarization from optical pumping. Atoms can be
stalled in a dark superposition of sublevels. Our work
on creation and destruction of this effect in our appara-
tus has now been published [Gu et al., Optics Comm.
220, 365 (2003); ibid., Phys. Rev. A68, 015804 (2003)].

Experiment 744
A kinematically complete study of π−p →
e+e−n
(M.A. Kovash, Kentucky)

TRIUMF Expt. 744 is a kinematically complete
study of the inverse pion photoproduction reaction,
π−p → e+e−n. In the one photon exchange approxima-
tion this proceeds through the production and decay
of a single virtual photon. In the low-energy region the
amplitudes for the generalized process of charged pion
photoproduction include the well-known contact Kroll-
Ruderman interaction which is determined by gauge
invariance at threshold, and which dominates the near-
threshold region for real photons. An analogous set of
diagrams also contributes to the yield of virtual pho-
tons in radiative pair production, although at values of
q2 �= 0. A description of this process in terms of Feyn-
man amplitudes then uses form factors to describe the
coupling of the virtual photon to the hadrons. It is
the Kroll-Ruderman term, through the combined re-
quirements of gauge invariance and PCAC, which is
sensitive to the nucleon axial and pseudoscalar form
factors, GA and GP . Radiative pair production thus
offers a unique opportunity to probe the axial struc-
ture of the nucleon at small time-like values of q2.

As in the case of pion electroproduction, the
hadronic component of the cross section for radiative
pair production is of the general form

dσγ∗

dΩ
=

dσT

dΩ
+ |ε|dσL

dΩ
+ Aεcos(2φ)

+ B

√
|ε|(1 + ε)

2
cos(φ) .

The kinematic variables are the polar angle of the
virtual photon, the azimuthal angle between the lep-
tonic and hadronic planes, and the photon polar-
ization. The various terms in this equation are the
transverse and longitudinal cross sections, and the
transverse-transverse and transverse-longitudinal in-
terference cross sections. The φ and ε dependences
shown in this equation can be exploited to exper-
imentally determine the individual response func-
tions. For example, the φ-averaged cross section con-
tains only the longitudinal and transverse compo-
nents, which are themselves individually determined
via the usual Rosenbluth separation. Conversely, a
harmonic analysis of the azimuthal dependence of
the measured cross section allows one to determine
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the transverse-transverse and longitudinal-transverse
interference terms from the data. Of course, to do
this decomposition requires knowledge of the variables
(θγ , φγ , εγ) for each event.

We study the reaction π−p → e+e−n using the
RMC pair spectrometer to detect the e+e− pairs. The
pion beam enters the detector along the axial field lines
(with B = 2.4 kG) and interacts with the liquid hy-
drogen target at the detector centre. The target is sur-
rounded by an array of inner scintillators (A, A′), and
the 12-segment C scintillator array. The e+e− pairs
are tracked from the target through a dual-coordinate
inner wire chamber (IWC) providing both z and az-
imuthal coordinates of the hits. The IWC is surrounded
by a large-volume 4-layer drift chamber. Layers 1, 2
and 4 provide both x and y track coordinates. The
wires in the third chamber have a 7◦ stereo angle with
respect to the drift chamber axis, with which the z
position of the track crossing can be determined. An
outer layer of scintillators (D) is segmented into 16 sec-
tors and provides a second component of the hardware
trigger for e+e− events.

Study of the reaction π−p → e+e−n requires that
both the electron and positron momentum vectors are
determined at their point of origination in the tar-
get. From this information the five kinematic variables
which characterize this 3-body final state can be de-
termined: the photon mass, its polarization, and its
polar angle of emission, as well as the angle between
the e+e− plane and the plane containing the virtual
photon and recoil neutron. The trajectories are indi-
vidually recorded in the IWC and drift chambers. From
these hit positions the tracking algorithm determines
the magnitudes of the individual momenta and the co-
ordinates of the centres of the helical trajectories.

During the summer we collected first production
data for the capture in flight of 160 MeV/c pions in
a liquid hydrogen target, using the RMC spectrome-
ter to detect the e+e− pairs. For each event, the 3-
momentum of each lepton was determined from the
measured track direction and curvature, thus defining
the energy, momentum and polarization of the virtual
photon as well as its polar and azimuthal angles of
emission. The large angular coverage of the RMC de-
tector (Ω ∼ 3π) provides us with excellent acceptance
for e+e− pairs emitted from photons produced at all
angles.

Unfortunately, at about the mid-point of the data
collection the power connections to the first quadrupole
magnet on the M9A channel failed and the run had to
be terminated. This equipment has been repaired and
the final production run has been tentatively scheduled
for the summer of 2004. In the meantime, the data from
the 2003 run are being analyzed in Kentucky.

Experiment 766
The ortho-para transition rate in muonic molec-
ular hydrogen
(D. Armstrong, College of William & Mary)

Muon capture has long been recognized as a useful
probe of the semileptonic weak interaction. The elusive
pseudoscalar coupling gp for the proton, in particular,
can be measured using µ− capture. While the theo-
retical expectation for the value of gp appears robust
(chiral perturbation theory results match the older cur-
rent algebra predictions), the experimental situation
is not as clear. The two most recent and most pre-
cise measurements for the proton appear to disagree
with each other significantly. The radiative muon cap-
ture (RMC) experiment (TRIUMF Expt. 452) [Wright
et al., Phys. Rev. C57, 373 (1998)] yields a much
larger value for gp than does the late-1970s measure-
ment from Saclay [Bardin et al., Phys. Lett. 104B, 320
(1981)], which used ordinary, non-radiative muon cap-
ture (OMC). However, both experiments used liquid
hydrogen targets, and their interpretation in terms of
weak couplings requires knowledge of the relative pop-
ulation of the muonic atomic and molecular states. In
particular, λop, the transition rate between the ortho
and para states of the pµp molecule needs to be known
with precision. The extracted value of gp is changed
drastically (especially for the case of the OMC exper-
iment) depending on the value of λop assumed – see
Fig. 48.

The pµp molecule is formed almost entirely in the
(excited) ortho-molecular state, and can (if the muon
doesn’t itself decay, or get absorbed by the proton)
decay to the para-molecular ground state. This de-
cay rate (λop) is expected to be rather slow; the best

Fig. 48. The pseudoscalar coupling gp from radiative
(RMC) and ordinary (OMC) muon capture experiments
vs. λop. The chiral perturbation theory (χPT) prediction
for gp is indicated. The horizontal arrows indicate the sin-
gle previous measurement of λop.
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theoretical prediction λop = (7.1 ± 1.2) × 104 s−1

[Bakalov et al., Nucl. Phys. A384, 302 (1982)] is not
in good agreement with the only previous measure-
ment which yielded [Bardin et al., op. cit.] λop =
(4.1 ± 1.4) × 104 s−1. Thus, a new measurement of
λop is needed to resolve this dilemma.

Note that the RMC and OMC values could be rec-
onciled if a sufficiently small value of λop is found (for
example, they agree happily for λop = 0), however,
this would imply serious problems with our theoreti-
cal understanding of gp. Conversely, if λop is found to
be significantly larger than the previous measurement,
the RMC result would then be in reasonable agree-
ment with theory for gp, but doubt would be cast on
the OMC result (OMC measurements previous to that
of Bardin et al. had larger errors, and don’t provide
significant constraints on gp).

Experimental technique

Our experiment accesses λop by measuring the time
distribution of neutrons following µ− capture in the
target (µ− + p → νµ + n). Due to the different combi-
nations of hyperfine muonic atomic states that make up
the ortho and para molecules, and the spin-dependence
of the weak interaction, muon capture proceeds more
rapidly from the ortho state (λo ∼ 600 s−1) than the
para state (λp ∼ 200 s−1). Thus the time-dependence
(relative to the arrival of the µ− in the target) of the
neutrons produced is not a simple exponential, but is
modified by the ortho-para conversion. A fit to the time
distribution allows λop to be extracted, and avoids the
difficulty of determining the absolute neutron detection
efficiency.

Five liquid scintillation detectors were used to de-
tect the monoenergetic 5.2 MeV neutrons from µ− cap-
ture on the proton. These detectors surrounded the
liquid hydrogen target; the hydrogen is isotopically en-
riched protium to eliminate complications due to muon
transfer to heavier isotopes. Plastic scintillators placed
between the detectors and target allowed discrimina-
tion between neutrons and electrons from muon decay.
Two independent levels of pulse-shape discrimination
(PSD) in hardware and software were applied to sepa-
rate neutrons from photons in the liquid scintillators.
A pair of plastic scintillators in a telescope identified
muons incident on the target.

The combination of TRIUMF’s high duty factor
and the use of multihit electronics allows us to avoid
having to reject “pileup” muons. The arrival time was
digitized for every muon arriving in a 32 µs window be-
fore the time of the neutron. Thus muon pileup causes
a perfectly flat background to the time spectrum, and
cannot cause a distortion to the time fit. Similarly,
the (large) cyclotron-induced background of neutrons
produced elsewhere than the target also creates a flat

background, since they are uncorrelated with a muon
passing through the beam scintillators.

Data were taken in two periods (June and Novem-
ber, 1999) for a total of 3 weeks of beam. The analysis
of these data is nearing completion.

Results

The only backgrounds that can produce anything
other than a flat contribution to the time spectrum
are 1) muon capture on the target walls, 2) muons
that pass through the beam telescope but fail to enter
the target, and 3) photons from the target that ei-
ther sneak through the PSD or produce real neutrons
through (γ, n) reactions. The target walls are made of
Au and Ag so µ−s stopped there are rapidly captured,
thus the background is eliminated by a cut rejecting
the first ∼500 ns of the time spectrum. The second
background (primarily muon capture in the final beam
scintillator) was measured via empty-target runs and
found to be manageable. The final background was
measured by separate runs with a µ+ beam. The pri-
mary source of photons from the target (aside from
muonic X-rays, which are rejected via a prompt tim-
ing cut) is from bremsstrahlung of decay electrons, so
the background remains the same for a µ+ beam while
the signal (muon capture) disappears. Again, the back-
ground was found to be small.

The 5.2 MeV neutron signal from a typical liquid
scintillator is shown in Fig. 49. Electron rejection and
PSD cuts have been applied, and an out-of-time back-
ground subtraction has been performed. The charac-
teristic “box” shape of the liquid scintillator response
to a monoenergetic neutron is clearly seen. The time
distribution of events in the correct energy window is
shown in Fig. 50, after the 500 ns wall-background cut

Fig. 49. Typical neutron energy spectrum, after neutron
PSD cuts and subtraction of out-of-time background. The
5.2 MeV endpoint of the OMC neutron from hydrogen is
indicated.
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Fig. 50. Time spectrum of neutrons from µ− capture on
protium, after PSD, neutron energy, and wall-background
cuts.

has been applied. The ∼2 µs lifetime hydrogen muon
capture component is seen, superimposed on a time-
independent background, as described above.

Figure 51 shows the neutron time spectrum after
the flat background is subtracted. For clarity, the muon
decay lifetime has been divided out. Clear evidence of
the ortho-para transition is seen. The extracted value
of λop is not quoted here, pending completion of care-
ful checks of the systematic errors; final results should
be available in a few months. All indications are that
the result will be sufficiently precise to have a major
impact in resolving the dilemma in our knowledge of
the proton’s pseudoscalar coupling.

Fig. 51. Neutron time spectrum, with time-independent
background subtracted, and the free muon lifetime divided
out. A fit showing the functional form expected for a non-
zero λop is shown, compared with the expectation for no
ortho-para transfer.

Experiment 778
Pion proton cross sections in the Coulomb-
nuclear interference region
(H. Denz, R. Meier, Tübingen; E.L. Mathie, Regina)

A number of quantities fundamental to the strong
interaction, such as the πNN coupling constant and
the sigma-term of the proton, may be extracted from
pion nucleon phase shift analyses. The values of some
of these quantities remain in dispute, due in part to the
status of the πp database, in particular at low energies.

Cross section measurements at forward angles are
typically problematic due to the overlap of scattered
pions and muons arising from decays upstream. In ad-
dition the energy of recoil protons is such that they do
not generally escape the target or survive out to the
radius of detectors. Experiment 778 was specifically de-
signed to determine differential cross sections of pion
proton elastic scattering at low energies, in particular
at small scattering angles in the so-called Coulomb-
nuclear interference (CNI) region. This experiment is
a complement to measurements of the πp analyzing
power previously made in CHAOS Expt. 560, and re-
cently in Expt. 862 (at higher energy).

This experiment received beam time in 1998
through 2000, using the CHAOS detector. In the in-
terest of a well defined target thickness of high areal
density protons, a planar liquid hydrogen target (de-
veloped at TRIUMF) was used. For each event, the in-
coming particle and the scattered pion were detected
in CHAOS. The forward going proton, coincident with
pions scattered to large angles, was also detected. In
order to separate scattered pions at small angles from
the beam halo of decay muons, forward going particles
were tracked through the CHAOS wire chambers and
then detected in an auxiliary detector array. A neural
net, trained at each energy using multiple runs at dif-
ferent momenta with incident pion or muon triggers,
was used to interpret the information from this array.

In total, data were taken for π±p differential cross
sections at 8 energies between 15 and 67 MeV, in an
angular range from 8◦ to 180◦, with all of the low en-
ergy data obtained in M13 and the higher energy data
obtained in M11. In earlier stages of the data analysis,
the raw data (4.7 TB) were reduced by a factor of 10
by removing obvious decay events.

Enough disk space and computer power has been
available at Tübingen to keep all of the remaining in-
formation for the M13 data sets on disk and to simul-
taneously analyze and simulate these data. In 2003 it
became clear that the angular resolution was not suffi-
ciently improved with tracking algorithms based upon
GEANT to justify the factor of 10 penalty in anal-
ysis speed. A true 3D scattering angle determination
was implemented. This is particularly important for
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the forward angle results.
Studies of systematic effects, acceptance determi-

nations and data analysis for the M13 data are virtu-
ally complete and final results for this important data
set are expected in 2004. The simultaneous measure-
ment of µp scattering with acceptances determined in
the same Monte Carlo simulations gives an indepen-
dent evalution of the normalization uncertainty. Pre-
liminary results from the analysis of the larger angle
data show generally good agreement of the shape of
angular distributions with current phase shift analyses
at the higher measured energies, but deviate at very
backward angles and low energies, more so for π+p
than for π−p.

Experiment 823
Pure Fermi decay in medium mass nuclei
(G.C. Ball, TRIUMF)

Precise measurements of the intensities for super-
allowed Fermi 0+ → 0+ β-decays have provided a de-
manding test of the CVC hypothesis at the level of
3 × 10−4 and also led to a result in disagreement with
unitarity (at the 98% confidence level) for the CKM
matrix. Since this would have profound implications
for the minimal standard model, it is essential to ad-
dress possible “trivial” explanations for this apparent
non-unitarity, such as uncertainties in the theoretical
isospin symmetry-breaking correction. Uncertainties in
the calculated Coulomb corrections can be studied by
extending the precision β-decay measurements to heav-
ier (A ≥ 62, Tz = 0) odd-odd nuclei where these cor-
rections are predicted to be much larger [Towner and
Hardy, Phys. Rev. C66, 035501 (2002)]. The primary
goal of the Expt. 823 experimental program is to mea-
sure the half-lives and branching ratios for the superal-
lowed β-decay of these radioactive nuclei produced at
ISAC. The early measurements have focused on 74Rb
(see 1999–2002 Annual Reports).

High precision measurement of the half-life of the
superallowed �-emitter 62Ga

A preliminary measurement of the half-life of 62Ga,
the first in the series of (A ≥ 62, Tz = 0) odd-odd su-
perallowed β-emitters, was carried out in the spring. A
62Ga beam of ∼800/s was produced from the surface
ion source using a ZrC target. Beam time was allot-
ted near the end of the running period with this tar-
get for a preliminary half-life measurement for 62Ga.
By this time the target had deteriorated and the yield
for the short-lived β-emitter 62Ga had decreased by
about a factor of 4. However, the yield was still suffi-
cient to obtain a measurement of the half-life of 62Ga
with a precision of ∼0.16%. The experiment was car-
ried out at GPS1 using the fast tape transport sys-
tem. Details of this method have been described pre-

viously (see 1999 Annual Report). A total of 50 runs
each with a statistical uncertainty of ∼1.5 ms was ob-
tained. The results are shown in Fig. 52. The long-lived
(9.74 m) isobar 62Cu was a significant contaminant
that limited the precision of these measurements. The
ratio of 62Ga/62Cu was increased by about a factor of
two by operating the mass separator in high-resolution
(m/∆m ∼5000) mode. However, this also resulted in a
decrease in the intensity of 62Ga and therefore resulted
in no real gain in the precision that could be achieved
in a reasonable length of time. A preliminary analysis
of these data gives a value of 116.10 ± 0.19 ms. This
result is statistically consistent with all three previ-
ous measurements: 115.95 ± 0.30 ms [Alburger, Phys.
Rev. C18, 1875 (1978)], 116.34 ± 0.35 ms [Davids et
al., Phys. Rev. C19, 1463 (1979)], and 115.84 ± 0.25
ms [Hyman et al., Phys. Rev. C68, 015501 (2003)]. It
should be possible to substantially improve the preci-
sion of the present measurement to the required preci-
sion of 0.05% once the ISAC laser ion source is opera-
tional.

Fig. 52. a) Decay curves obtained for 62Ga by summing
and fitting the data obtained for all runs while operating
the mass separator in low (left) and high (right) resolution
modes; the long-lived background is 62Cu and b) the half-
life results obtained by fitting the data for each separately.
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Measurement of the non-analogue 0+
� 0+ transi-

tion in 38mK
The determination of the transition strengths for

non-analogue 0+ → 0+ decays provides a critical test
of the model predictions for superallowed β-decays. In
particular, they provide a direct measurement of the
isospin-mixing component of the Coulomb correction.
Recently, Towner and Hardy [op. cit.] have recalcu-
lated the nucleus-dependent corrections for the nine
well-known superallowed β-emitters for several shell
model effective interactions. The values of the square
of the Fermi matrix element (δ1

C1) to the first excited
0+ state in 38mK range from 0.062 to 0.186%.

An experiment designed to measure this weak de-
cay branch was carried out in October, 2002. The fast
tape transport system was used to collect and move the
38mK samples out of the vacuum chamber and posi-
tion them between two thin plastic scintillator paddles
each backed by a Compton suppressed (∼25%) HPGe
detector from the 8π spectrometer. As a result, the
sensitivity for detecting the 1209 keV γ-ray following
the β-decay of 38mK(t1/2 = 0.925 s) to the first excited
02

+ state in 38Ar at 3377 keV was enhanced by the
reduction in the background coming from the decay of
the long-lived isobaric contaminant 38Kgs(t1/2 = 7.64
min) which emits a 2168 keV γ-ray with a branching
ratio of 99.8%. For more details see the 2002 Annual
Report. The 38Kgs contaminant was minimized by col-
lecting the 38mK samples for only 0.3 s. Unfortunately,
with the ISAC TiC target used to produce the 38mK
beam, the yield of the short-lived 38mK isomer was
found to be two orders of magnitude smaller than the
intensity of the long-lived 38Kgs. As a consequence, the
ratio of the 38mK/38Kgs initial activities was only ∼4:1
and no γ-ray peak was observed at 1209 keV. Never-
theless, from a preliminary analysis of these data the
upper limit for the non-analogue 0+ → 0+ decay was
found to be <15–20 ppm at the 90% confidence level,
corresponding to δ1

C1 < 0.22–0.29%.
This experiment will be repeated using the full 8π

spectrometer and SCEPTAR which will give an in-
creased β-γ coincidence efficiency of a factor of 10 and
substantially improved Compton suppression since the
HPGe detectors will be a factor of two further away
from the source. In addition, a Ta production target
operating at ≥40 µA will be used since recent yield
measurements have shown that the ratio of beam in-
tensities for 38Kgs/38mK is only ∼10:1.

Experiment 824
Further measurement of the rate of the
21Na(p, γ)22Mg reaction
(J.M. D’Auria, SFU, for the DRAGON Collaboration)

While the main goal of Expt. 824 was completed in
2002, nevertheless, it was of interest to continue stud-

ies of the astrophysically important 21Na(p, γ)22Mg re-
action. As described in some detail in the 2002 TRI-
UMF Annual Report, this reaction plays an impor-
tant role in the production of the radionuclide, 22Na.
This isotope with a lifetime of 3.77 years, emits a γ-ray
of 1.274 MeV, which should be observable by present
gamma-ray telescopes. In the NeNa nuclear reaction
cycle that occurs during an ONe novae stellar explo-
sion, there should be sufficient 22Na produced for such
an observation according to present models of such ex-
plosive scenario. Knowledge of the various reactions,
and in particular the 21Na(p, γ)22Mg reaction, that
play a role in this cycle is quite important as this iso-
tope has not yet been observed.

Beam time was provided in 2003 to allow a more
complete study of the rate of this reaction over a wider
stellar temperature range. In fact the DRAGON facil-
ity was used to study this reaction from Ecm = 200 to
1103 keV, a range covering both novae and a signifi-
cant part of X-ray bursts in exploding stars. Figure 53
shows our present understanding of the levels of 22Mg
based primarily upon studies performed here and/or
by the TRIUMF-DRAGON group elsewhere.

As was described previously, the experiment was
carried out at ISAC using DRAGON. A beam of pure
21Na (q = 5+) with intensities up to 1 × 109 s−1 was
delivered to the DRAGON hydrogen gas target (∼4.6
torr). Incident beam energies were varied from ∼215
keV/u to ∼1.15 MeV/u to study directly radiative pro-
ton capture on states with Ecm = 206 keV to 1.101
MeV (see Fig. 53). As both the technique and some of
these studies have been described in great detail else-
where [Hutcheon et al., Nucl. Instrum. Methods A498,
190 (2003); Bishop et al., Phys. Rev. Lett. 90, 162501
(2003); 2002 TRIUMF Annual Report; D’Auria et al.
(submitted to Phys. Rev.)], only some of the results
will be presented in this report.

Displayed in Fig. 54 are the ion energies observed
with the DSSSD (double sided silicon strip detector)
located at the focal plane of DRAGON. The incident
22Na beam energy into the gas target was set to ex-
cite the level resonance at Ecm = 738 keV. This is a
single spectra and switching on a coincidence with the
prompt reaction gammas indicated that the few events
above channel 2100 were due to beam pulses (leaky
beam) transmitted through the separator. A total of
216 22Mg recoil events was observed for a total inte-
grated beam on target of 1.67±0.07×1012. The result-
ing thick target yield is 3.18±0.21stat±0.29syst×10−10

per incident 21Na ion, corresponding to a resonance
strength, ωγ, for the Ecm = 738 keV state in 22Mg
of 219 ± 15stat ± 20syst meV. The measured stop-
ping cross section of 21Na energies was determined as
8.74 ± 0.39 × 10−14 eV/(atom/cm2).
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Fig. 53. Level scheme of 22Mg in energy region for states
of astrophysical interest.

Fig. 54. DSSSD singles data for the 22Mg resonance level
at Ecm = 738 keV. The events above channel 2100 are from
“leaky beam” events.

Fig. 55. Measured yield of 22Mg recoils as a function of
beam energy for the level resonance at Ecm = 821 keV.

The resonance at Ecm = 821 keV was studied over
a range of 20 keV above and below the resonance en-
ergy. Data were analyzed in singles mode as the EMS
provided suppression by a factor of ∼1011 of the 21Na
beam with respect to the recoiling reaction products.
The experimental yield curve obtained for this reso-
nance is displayed in Fig. 55 along with a least-squares
fit of the thick target yield function for a wide reso-
nance to the data. While Ebeam, dE/dx and ∆E were
measured, Ecm, Γ, and ωγ were set as free parame-
ters in the fit. The error bars are statistical and were
convoluted with an ∼0.2% error due to the uncer-
tainty in the incoming beam energy. To deduce the
resonance widths from the fit parameter Γ, several
contributions to the measured width had to be sub-
tracted. These contributions are the (assumed) Gaus-
sian energy spread of the beam, the broadening of the
resonance due to energy straggling in the target and
the zero point motion of the H2 target molecules. The
quadratic sum (3.0 keV/u) of these functions was lin-
early subtracted from the fitting parameter to deduce
the Lorentz-shaped natural width. This result was val-
idated through simulation calculations which included
beam energy uncertainty and straggling. From the re-
sulting fit, the resonance strength was found to be
ωγ = 556 ± 41stat ± 65syst meV, the resonance en-
ergy Ecm = 821.3 ± 0.9 keV, and the natural width
Γ = 16.1 ± 2.8 keV, with a reduced chi-squared value
of 2.3.

The data for the 1101 keV resonance in 22Mg were
taken in the energy range of Ecm = 1090 to 1135 keV
and were analyzed in singles mode in a manner similar
to that for the 821 keV resonance. Figure 56 shows the
experimental yield curve for the 1101 keV resonance
in 22Mg, plotted as a function of incoming beam en-
ergy. As before, a least squares fit to the thick target
yield function was performed, allowing the extraction
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Fig. 56. The yield curve of the 1101 keV resonance as a
function of incident beam energy. The lowest point is be-
lieved influenced by a neighbouring resonance and was not
included in the fit.

of ωγ, Γ, and Ecm. The displayed error bars arise
from statistics and a similar 0.2% error in beam en-
ergy. In earlier studies of Ruiz et al. [Phys. Rev. C65,
042801 (2002)] there is another resonance about 20 keV
lower that is believed to overlap with the low-energy
tail of the 1101 resonance. Since the data were in-
complete in this region, it was not possible to in-
clude this contribution. Ignoring the lowest energy
yield point, the reduced chi-square for the final fit
was 1.44 and the resonance strength was found to be
ωγ = 368 ± 47stat ± 41syst meV at a resonance energy
of 1101.1±2.5 keV. A Γ of 30.1±6.5 keV was deduced
after subtracting experimental contributions.

Table VI summarizes the results of Expt. 824 with
values of the energies and resonance strengths of seven
resonances above the proton threshold in 22Mg which
are believed to play a role in novae and X-ray bursts.
Errors on ωγ are the combined (in quadrature) statis-
tical and systematic errors.

Figure 57 displays the respective resonant rates
for each of the seven 22Mg states populated in the
21Na(p, γ)22Mg reaction for temperatures consistent
with ONe novae and X-ray bursts; an upper limit is
shown for the possible resonance at 329 keV. Also

Table VI. Resonance strengths and level energies for
21Na(p, γ)22Mg reaction.

Ex Ecm Γ ωγ
(MeV) (keV) (keV) (meV)
5.714 205.7 ± 0.5 1.03 ± 0.21
5.837 329 ≤ 0.29
5.962 454 ± 5 0.86 ± 0.29
6.046 538 ± 13 11.5 ± 1.36
6.246 738.4 ± 1.0 219 ± 25
6.329 821.3 ± 0.9 16.1 ± 2.8 556 ± 77
6.609 1101.1± 2.5 30.1 ± 6.5 368 ± 62

Fig. 57. Estimated reaction rate as a function of tempera-
ture based upon the resonances observed in this study. An
upper limit for the possible resonance at Ecm = 329 keV
was plotted.

included in the figure is the total 21Na(p, γ)22Mg reac-
tion rate.

It is evident from our resonance strength mea-
surements that the 22Mg state at Ex = 5.714 MeV
(Ecm = 206 keV) is the dominant contributor to the
21Na(p, γ)22Mg rate for the entire span of ONe no-
vae temperatures (� 0.4 GK) and also up to temper-
atures of ∼1.1 GK (X-ray burst range). The states at
Ex = 5.837 (if it exists) and 5.962 MeV are wholly
insignificant for 22Na production in an ONe nova. Be-
yond 1.1 GK, other higher states start to play a role.

The strength of the 206 keV resonance, as deter-
mined in these studies, was used as an input into nu-
clear reaction network calculations of an ONe nova
for purposes of the production of 22Na. Abundance
calculations were compared to those performed pre-
viously and it was found that the final mass fraction
was reduced by 50%. This resulted from the fact that
the measured ωγ206 is higher than used previously. A
higher reaction rate indicates that the 22Na is pro-
duced sufficiently quickly in the nova that it has time
to react further, leading to its reduced presence at the
end of the explosion. This could explain the lack of an
observation of this radionuclide, 22Na, using the dis-
carded COMPTEL satellite. It also gives some criteria
for searches with the new satellite, INTEGRAL.

In addition full hydrodynamic calculations were
performed in which the role of the 21Na(p, γ)22Mg re-
action was assessed in X-ray bursts. Basically two dif-
ferent models were used, one of which assumed that
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the rate of the 21Na(p, γ)22Mg reaction was zero. The
results of this calculation indicated that individual re-
actions do not play a critical role in X-ray burst mod-
els, except for specific rates related to potential waiting
points. X-ray bursts occur at such high relative tem-
peratures that different pathways to heavier masses are
found.

Experiment 838
Double radiative capture on pionic hydrogen
(RMC Collaboration)

Introduction

When negative pions are stopped in hydrogen they
form pionic hydrogen atoms. These atoms can disin-
tegrate via several modes that include the well-known
processes of charge exchange π−p → π0n, radiative
capture π−p → γn, and pair production π−p →
e+e−n. However, an additional mode involving double
radiative capture is expected also

π−p → γγn .

The predicted branching ratio for double radiative cap-
ture is 5.1 × 10−5 [Beder, Nucl. Phys. B156, 482
(1979)], with a mechanism that is dominated by the
annihilation of the stopped, real π− on a soft, virtual
π+, i.e. ππ → γγ.

The underlying dynamics of ππ annihilation are
rather intriguing. It led Ericson and Wilkin [Phys.
Lett. 57B, 345 (1975)] to suggest the reaction as a
probe of the pion field in the nucleus, and Gil and
Oset [Phys. Lett. 346B, 1 (1995)] to suggest the re-
action as a window on the ππ → γγ vertex. The pos-
sible sensitivity to the pion’s polarizability of double
radiative capture π−p → γγn or radiative pion photo-
production γp → γπn reaction is also of interest (see
Wolfe et al. [Int. J. Mod. Phys. E5, 227 (1996)] and
Drechsel and Filkov [Z. Phys. A349, 177 (1994)]).

Set-up

In Expt. 838 we have performed the first measure-
ment of this rare mode of radiative capture. Our exper-
iment was performed on the M9A beam line using the
RMC spectrometer (see Fig. 58). The incoming pions
were counted in a plastic scintillator beam telescope
and stopped in a 2.7 l liquid hydrogen target. The out-
going photons were detected by γ → e+e− pair produc-
tion in a cylindrical Pb converter and electron-positron
tracking in cylindrical multiwire and drift chambers.
An axial magnetic field was used for momentum analy-
sis. The two-photon trigger was based on the hit multi-
plicities and the hit topologies in the trigger scintillator
rings and the drift chamber cells.

A typical π−p → γγn event is shown in Fig. 59.
During our four week running period we collected

Fig. 58. The RMC spectrometer showing the hydrogen
target, lead converter, cylindrical multiwire and drift cham-
bers, trigger scintillators and spectrometer magnet.

Fig. 59. A typical π−p → γγn event. The plot shows the fit
in the plane perpendicular to the beam axis. The electron-
positron pairs converge at the lead converter and the re-
constructed photon pairs originate from the hydrogen tar-
get located at the centre. The trigger pattern of zero hits
in the A-counter ring, two hits in the C-counter ring, and
four hits in the D-counter ring is also displayed.

π−p → γγn data from 3.1 × 1011 pion stops in liquid
hydrogen.
Analysis

One source of background was real γ-γ coincidences
arising from π0 → γγ decay following π−p → π0n
charge exchange. The π0s are produced by either at-
rest or in-flight pion charge exchange. The at-rest
source yields photon pairs with opening angles cos θ <
−0.91, while the in-flight source yields photon pairs
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with cos θ < −0.76. Thus a photon pair opening angle
cut was necessary to separate the double radiative cap-
ture signal from the pion charge exchange background.

Another source of background was accidental γ-
γ coincidences from simultaneous multiple π− stops.
Multiple pion stops in one beam bucket can yield a
γ-ray pair by the accidental coincidence of one photon
from the first pion and another photon from the second
pion (via either single radiative capture or pion charge
exchange). Thus a beam counter pulse height cut was
necessary to separate the single pion stops from multi
pion stops.

In addition, a tracking cut imposed minimum val-
ues for the number of points on the tracks and max-
imum values for the chi-squared of fits to the tracks,
and a photon cut required that the electron-positron
pairs intersect at the Pb converter and that the re-
constructed photon pairs originate from the H2 tar-
get. A total of 2.3 × 106 photon pairs passed both
the tracking cuts and photon cuts, and a total of
635 events survived the opening angle cut and beam
counter cut. After subtraction of residual backgrounds
from π0 → γγ decay and multi-π stops, we obtained a
total of 482±42 π−p → γγn events with summed ener-
gies Esum > 80 MeV and opening angles cos θ > −0.1.

Results

To obtain the branching ratio for double radiative
capture on pionic hydrogen we used the equation

B.R. =
Nγγ

Nπ− · εΩ · F · cbm · cstop

where Nπ− is the number of livetime-corrected pion
stops, Nγγ is the number of background-subtracted
π−p → γγn events, and εΩ · F is the detector ac-
ceptance. Note that the appropriate acceptance was
obtained using Monte Carlo [Wright et al., Phys. Rev.
C57, 373 (1998); Wright et al., Nucl. Instrum. Meth-
ods A320, 249 (1992)], with the π−p → γγn kine-
matical distributions taken from Beder [op. cit.]. The
factor cstop = 0.85 ± 0.01 accounts for the fraction of
incident pions that stopped in hydrogen (see Wright
et al. [op. cit.] for details) and the factor cbm = 0.99
accounts for the efficiency of π−p → γγn events pass-
ing the beam telescope cut. Using the equation above
we obtained a branching ratio of (3.05 ± 0.27(stat) ±
0.31(syst)) × 10−5. Note that the quoted uncertainty
contains a statistical error of ±8% from Nγγ and a
systematic error of ±10% in total. The systematic er-
ror is completely dominated by the ±10% uncertainty
in the determination of the acceptance εΩ · F . The
uncertainties in Nπ− , cstop and cbm were each ≤2%
and entirely negligible. We stress that the result we
quote is the total π−p → γγn branching ratio for all
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Fig. 60. Comparison of the opening angle distributions
from the background subtracted experimental data (open
circles) and the theoretical calculation (curves). The dashed
curve is the ππ annihilation process, the dotted curve is the
NN bremsstrahlung process, and the solid curve is the full
calculation. These curves are convoluted with the response
function of the RMC spectrometer.

photon energies (0 < Eγ < mπ) and all opening angles
(−1.0 < cos θ < +1.0).

In Fig. 60 we compare our measured data with
Beder’s calculation [Beder, op. cit.]. The dashed curve
assumes the ππ annihilation mechanism only, the dot-
ted curve assumes the NN bremsstrahlung mechanism
only, and the solid curve is the full calculation. Note
that the curves have been convoluted with the response
function of the RMC spectrometer. The figure shows
that the π−p → γγn branching ratio and opening an-
gle distributions from experiment and theory are in
reasonable agreement. The general consistency of ex-
periment and theory supports the theoretical predic-
tion of a dominant ππ annihilation mechanism.

However, our measured branching ratio is some-
what smaller than the theoretical branching ratio. We
note that Beder’s calculation was performed at tree-
level and neglects contributions from pion loops, etc.
We therefore speculate that higher order terms may
explain the remaining difference between experiment
and theory.

Significance

In summary, in Expt. 838 we have made the first
measurement of double radiative capture on pionic hy-
drogen by recording γ-ray coincidences from π− stops
in liquid H2. We found the branching ratio to be
(3.05±0.27(stat)±0.31(syst))×10−5 by assuming the
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kinematical distributions from Beder [op. cit.]. More-
over, the measured branching ratio and opening angle
distribution support the theoretical hypothesis of a ππ
annihilation mechanism.

Experiment 862
Analyzing powers in the �p(π, ππ) reactions with
CHAOS
(E.L. Mathie, Regina)

In this experiment, an attempt to use the Cana-
dian High Acceptance Orbit Spectrometer, CHAOS,
to observe at least two charged reaction products from
280 MeV negative pion interactions with polarized pro-
tons in the CHAOS polarized proton target was made.
Cross section measurements for �p(π, ππ) reactions such
as determined in the related CHAOS Expt. 624, have
provided the best tests of the predictions of chiral per-
turbation theory (ChPT) in a fundamental interac-
tion. Experiment 862 was the first (and only) attempt
to measure a polarization observable in a kinematic
regime which is a compromise between energies where
the �p(π, ππ) cross sections are large enough and where
the theory is best understood.

The polarization observable is sensitive to the spin
orientation of the target proton and is defined in terms
of the differential cross sections σ+ (σ−) for positive
(negative) target polarization according to

A =
1

Ptgt

σ+ − σ−

σ+ + σ−

where Ptgt refers to the magnitude of target polariza-
tion and σ refers to any one of several differential cross
sections which may be determined.

The polarized target was first developed for
CHAOS Expt. 560. The control system was exten-
sively changed to operate in a more modern control
environment. The orientation of the proton spins is
accomplished in an external, high homogeneity mag-
netic solenoid. The target material is first cooled to
low temperatures using a helium 3-4 dilution refrig-
erator. Bombardment with suitably tuned microwaves
induces polarization of the electron system, which is
subsequently transferred to the proton system. Upon
completion of this dynamic phase, the microwaves are
turned off, leading to a rapid drop in temperature and
the proton spin relaxation time to increase suddenly,
effectively freezing the proton spin polarization. Once
frozen, the target was physically moved from the po-
larizing solenoid above CHAOS into the spectrometer,
where the normal magnetic field serves to preserve the
polarization for days. During the actual movement of
the target, a third small superconducting magnet, lo-
cal to the target cryostat, was used to preserve the
polarization. The target polarization was determined

by calibration of the NMR with the signal due to the
small natural polarization arising from thermal equi-
librium.

In previous pion production experiments, limita-
tions to the maximum data acquisition rate meant the
trigger had to discriminate against the prolific pion
proton elastic scattering reaction. However, improve-
ments to the CHAOS data acquisition before this ex-
periment meant that this was no longer required, and
new data for pion proton elastic scattering were simul-
taneously obtained. Experiment 862 received beam in
the summer of 2002, however, a critical beam element
degenerated and then failed completely before a signif-
icant data set of the relatively low rate �p(π, ππ) was
accumulated.

During the brief period of running, data were col-
lected for three cycles of the target polarization (both
spin orientations form a cycle) and for one series of
measurements with the background target configura-
tion. This was sufficient time to produce a useful ana-
lyzing power distribution for the elastic scattering re-
action, which was published in 2003; however, to date,
all attempts to extract meaningful two pion distribu-
tions have failed.

Experiment 863
Ground state magnetic moments of 75,77,79Ga
(LTNO)
(P. Mantica, Michigan State)

Experiment 863 continued data-taking in 2003 with
the goal of improving the statistical significance of the
radiofrequency sweeps in the search for the nuclear
magnetic resonance of 75Ga. The experimental appa-
ratus was improved by increasing the solid angle sub-
tended by the β particle detectors, which consist of
two plastic scintillator ∆E-E telescopes. In order to
increase the count rate further, the low energy beam
of 75Ga was produced at the TRIUMF-ISAC facility
using a 30 µA proton beam current on the Ta pro-
duction target equipped with a surface ion source. The
75Ga nuclei were implanted into an iron foil mounted
on the cold finger inside the 3He/4He dilution refrig-
erator of the LTNO, which was held near 10 mK. The
temperature of the cold finger was monitored by ob-
serving the γ-ray anisotropy from a 54Mn thermome-
ter sandwiched with the iron foil on the cold finger.
Three HPGe detectors were placed at 0◦, 180◦, and
270◦ relative to the applied magnetic field to detect
thermometer γ-rays as well as to detect γ-rays emitted
from levels populated by the 75Ga β-decay and subse-
quent decay of the daughter, 75Ge. In this run as in
previous runs there was no evidence of other A = 75
isobaric contaminants in the radioactive beam.

Polarization of 75Ga was observed by detecting an
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asymmetry in the emitted β particles at 0◦ and 180◦.
The polarization of 75Ga was confirmed by observing
an equal and opposite β asymmetry upon reversing the
externally-applied magnetic field. The observed β par-
ticle asymmetry of 15% was of the same magnitude as
that observed in previous runs.

Radiofrequency scans over the range 90 to 140 MHz
were completed. Scans from a previous run indicated
the possibility of an effect near the centre of this range
and thus a major goal of the 2003 run was to look for
resonant destruction of β asymmetry at a level better
than 1%. The scans were performed to high precision
due to the high implantation rate of 75Ga and the high
detection efficiency for β particles. The frequency range
that was swept by the applied rf covered nuclear mag-
netic moment values from 1.6 to 2.5 µN . These data
are currently under analysis.

Experiment 864
Measurement of the two-photon capture mode
of the pionic deuterium atom
(P. Zolnierczuk, T. Gorringe, Kentucky)

To date, the only established system with a baryon
number B = 2 is the deuteron. The experimental dis-
covery of another dibaryon would certainly provide
new insight into hadron dynamics at the GeV scale.

A recent claim for a dibaryon with mass 1956 ±
6 MeV and width ≤ 8 MeV has been published by
the Di2γ collaboration [Khrykin et al., Phys. Rev.
C64, 4002 (2001)], where they hypothesized that d∗

dibaryons were first produced via the two-body pro-
cess pp → d∗γ and then decayed via the three-body
process d∗ → ppγ. Khrykin et al. have argued that
(Jπ, T ) = (1+, 1) is the most natural choice for the
d∗’s quantum numbers, being the lowest spin-isospin
pp-decoupled state with zero orbital angular momen-
tum.

Gerasimov [arXiv.org:nucl-th/9808070] suggested
that double-radiative capture of pionic deuterium

π−d → nnγγ

is an excellent candidate for further investigations of
the dibaryon’s existence. The d∗(Tz = −1) dibaryon
is first produced via radiative capture π−d → d∗γ
and then disintegrates via radiative decay d∗ → nnγ.
Using a simple model, Gerasimov estimated that the
branching ratio for the d∗ mediated process might be
as large as 0.5% exceeding by 2 orders of magnitude the
expected two-photon branching ratio for non-resonant
double-radiative capture in pionic deuterium.

We have found a total of 370 two-photon events
(see Fig. 61) with a small opening angle between the
two photons (cos θ12 > −0.2). This number of events
should be compared to 580± 110 events from the non-
resonant pion double-radiative capture on deuterium

Fig. 61. The photon opening angle cos θ12 (top) and
summed photon energy spectra (bottom) for events passing
the tracking cuts and photon cuts.

estimated using the measured branching ratio for non-
resonant double radiative capture on hydrogen and as-
suming the ratio of single radiative capture to double
radiative capture to be identical on a hydrogen tar-
get and a deuterium target. In addition, the opening
angle distribution of the experimental data is consis-
tent with the Monte Carlo simulations assuming non-
resonant capture. The expected signature of dibaryon
events, a monoenergetic peak from the production pro-
cess π−d → d∗γ and a three-body continuum from the
decay process d∗ → nnγ, is not seen.

The resulting branching ratio upper limit on d∗ pro-
duction in π−d capture was obtained by determining
the limits on the production γ-ray yield It was found
to be smaller than 6.7 × 10−6 (90% C.L.) for d∗s in
the mass range of 1920 to 1980 MeV and width of
< 10 MeV (see Fig. 62).

We have found no evidence for narrow dibaryon
production in π−d capture and in particular, we ob-
served no evidence for a narrow dibaryon of mass
M = 1956 MeV as claimed by Khrykin et al. Our up-
per limit on dibaryon production is several orders of
magnitude below the yield estimate of Gerasimov and
our null result is consistent with the null result of the
WASA collaboration [Calen et al., Phys. Lett. B427,
248 (1998)]. However, above and below the 1920–1980
MeV mass range, our experimental sensitivity rapidly
deteriorates due to the energy cut-off in the spectrom-
eter acceptance.
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Fig. 62. The 90% C.L. dibaryon branching ratio upper limit
versus the d∗ mass (full squares and left-hand scale) and
the Monte Carlo acceptance versus the d∗ mass (dashed
line and right-hand scale).

Experiment 871
Meson and quark effects in nuclear β decay of
20Na
(K. Minamisono, JSPS/TRIUMF; K. Matsuta,
T. Minamisono, Osaka)

In order to study the G-parity irregular term in
the weak nucleon current, the alignment correlation
term in the β-ray angular distribution from nuclear-
spin aligned 20Na (Iπ = 2+, T1/2 = 449.7 ms) has been
measured for the first time. A large enhancement of the
present result over the value calculated by the impulse
approximation (IA) was preliminarily obtained and a
discrepancy between the present result and β-γ angular
correlation experiments was observed, which implies
the importance of the contribution from higher order
terms. In order to extract the very small G-parity vi-
olating induced tensor term, the alignment correlation
term of the mirror partner, 20F, has to be measured.
In the process of measuring the alignment correlation
term, we developed the technique of polarizing Na iso-
topes by the colinear laser pumping method and stud-
ied the hyperfine interaction of Na isotopes in several
materials and measured the quadrupole moments of
20,21Na, which are also reported here.
Atomic polarization of Na isotopes

For the measurement of the alignment correlation
term, we first developed the method of polarizing Na
isotopes. The experiment was performed at the ISAC
radioactive beam facility. For the production of 20,21Na
(26,28Na) ions, the 500 MeV proton beam from the
TRIUMF cyclotron was impinged on a thick SiC (Ta)
production target, which was coupled to the surface
ionization source. Na ions were extracted at an energy
of 40.8 keV, mass separated, and transported to the po-
larizer beam line where they were polarized by the co-
linear laser pumping method. The atomic polarization

of neutralized Na atom passing through Na vapour cell
was produced by pumping Na atoms on the D1 tran-
sition (3s 2S1/2 ↔ 3p 2P1/2) with circularly polarized
laser light. Both ground state hyperfine levels (3s 2S1/2

F = I ± 1/2) were pumped to achieve high polariza-
tion using electro-optic modulators (EOM). Essentially
the same technique was used as that developed for
other experiments [Levy, Proc. 9th Int. Workshop on
Polarized Source and Targets (World Scientific, 2002)
p.334]. The optical pump laser was a Coherent 899-21
frequency stabilized dye ring laser pumped by a 7 W
argon-ion laser. In order to compensate for the Doppler
shift, the beam energy was scanned by changing the
bias voltage of the Na vapour cell.

The atomic polarization was not measured, but
we measured the nuclear polarization of Na isotopes
by implanting Na ions into single-crystal NaF (cu-
bic), which is known to keep the polarization well un-
der a strong magnetic field. The nuclear polarization
was checked by comparing the β-ray asymmetric angu-
lar distribution, W (θ) ∼ 1 + AP cos θ, obtained with
positive-helicity laser light compared to that with neg-
ative helicity. Here, θ is the angle between the direction
of the β-rays and the orientation axis, A the asymme-
try parameter, and P the polarization. A typical result
of laser pumping for 20Na is shown in Fig. 63. In the
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Fig. 63. Result of laser pumping method for 20Na in NaF.
In the upper part, the β-ray counting ratio between coun-
ters placed 0◦(U) and 180◦(D) relative to the polarization
direction is shown. In the lower part, the deduced polariza-
tions are shown, where A = 1/3 was assumed.
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upper part, the β-ray counting ratio between counters
placed 0◦(U) and 180◦(D) relative to the polarization
direction is shown for the positive (σ+) and negative
(σ−) laser helicities. In the lower part, the deduced po-
larizations are shown, where the asymmetry parameter
A = 1/3 was assumed. A large polarization (∼50%) has
been achieved.

Hyperfine interaction

For the creation of a nuclear alignment to measure
the alignment correlation term, the spin manipulation
technique was applied; an artificial interchange and/or
equalization of the population of the magnetic sub-
levels, which is described below. For the spin manipu-
lation, the Na atoms were implanted into a single crys-
tal which has a proper electric field gradient q, under
a strong magnetic field H0. The quadrupole interac-
tion between q inside the crystal and the quadrupole
moment Q of the nucleus, superposed on the magnetic
interaction between the magnetic moment µ of the nu-
cleus and H0, changes the energy of each magnetic sub-
level as

Em = −hνLm+
hνQ

12
(
3 cos2 β − 1

){
3m2 − I(I + 1)

}
,

so that the single NMR frequency splits into 2I lines
depending on the nuclear spin I, which correspond to
the energy intervals of the magnetic sub-levels. Here,
m is the magnetic sub-level, νL the Larmor frequency,
νQ = 3eqQ/{2I(2I − 1)h}, and the asymmetry pa-
rameter of q is assumed to be symmetric. Under these
conditions, a transition between two adjacent magnetic
sub-levels can be selectively induced by applying an rf
field (NMR).

An accurate knowledge of the quadrupole interac-
tion is required for a reliable spin manipulation and
thus the selection of the catcher, particularly for 20Na,
was one of the important keys for the measurement of
the alignment correlation term. For this purpose, we
tested several catchers and measured the polarization
retained in the catcher and the relaxation time of the
polarization. A typical result for the relaxation of 20Na
polarization is shown in Fig. 64. We found that ZnO
and Mg, which have a proper electric field gradient
for the spin manipulation of 20Na, can retain the po-
larization with long relaxation times and that Pt can
retain the polarization even better. The polarization of
Na isotopes measured at ISAC is summarized in Table
VII.

Quadrupole moments of 20�21Na

Introduction In the process of developing the
spin manipulation technique for 20Na, the electric
quadrupole coupling constant was measured, from
which the quadrupole moment can be extracted.
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Fig. 64. Relaxation of 20Na polarization in several catchers.
The lines are the results of fits.

The quadrupole moments of long chains of Na iso-
topes have been measured in the experiment of on-
line laser spectroscopy of hyperfine structure of the 3p
2P3/2 state (D2 line) [Touchard et al., Phys. Rev. C25,
2756 (1982)] and in the β-NMR experiment [Keim et
al., Eur. Phys. J. A8, 31 (2000)]. However, some of
the quadrupole moments have not been measured or
have been measured with poor statistics. Since the
quadrupole moment is very sensitive to a halo struc-
ture outside the spherical core, it is very important to
have reliable values of the quadrupole moments. In the
present study, the electric quadrupole coupling con-
stants, eqQ/h, of 20,21Na in single-crystal ZnO(hcp)
were measured. Previously their quadrupole moments
have been known only preliminarily or with poor statis-
tics.

Results and discussion By applying the spin ma-
nipulation technique, nuclear quadrupole resonance
(NQR) spectra of 20,21Na in ZnO were measured as
shown in Fig. 65. Here full circles are the data of 20Na
and open circles of 21Na. The solid line is the result
of a fit to the 20Na data and the broken line for 21Na.
In the experiment, the crystalline c-axis was set per-
pendicular to the external magnetic field. Through the
adiabatic fast passage method in NMR, the direction
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Table VII. Measured polarization of Na isotopes at ISAC. The catchers indicated by stars were newly tested since last year’s
Annual Report. Here A is the asymmetry parameter, which is the integrated value of all measured decay branches, AP the
typical measured asymmetry, T1 the spin-lattice relaxation time, P0 the initial polarization corrected for A and T1, eqQ/h
the electric quadrupole coupling constant, and η the asymmetry parameter of the electric field gradient. For ZnO and Mg,
η = 0 is assumed because of the symmetric crystal structure.

Catcher 20Na 21Na 26Na 28Na
T1/2 447.9 (ms) 22.49 (s) 1.072 (s) 30.5 (ms)

Iπ 2+ 3/2+ 3+ 1+

A 0.33 0.81 –0.94 –0.76
NaF AP (%) 16.0 ± 0.4 20.8 ± 0.2 –46.6 ± 1.1 –35.9 ± 2.5
(cubic) T1 (s) 9.9 ± 3.1 9.0 ± 0.2 24.6 ± 4.2 –

P0 (%) 51.0 ± 1.3 33.5 ± 0.5 52.8 ± 1.3 47.3 ± 3.3
TiO2 AP (%) 5.3 ± 0.3 13.7 ± 0.3 –44.8 ± 0.5 –34.1 ± 2.5
(rutile) T1 (s) 3.4 ± 1.3 13.0 ± 0.5 32 ± 11 –

P0 (%) 18.3 ± 1.5 24.0 ± 0.5 46.8 ± 0.9 44.9 ± 3.3
|eqQ/h| (MHz) – 5.20 ± 0.03 – –

η 0.33 ± 0.03 – –
LiNbO3 AP (%) 4.3 ± 0.3 5.3 ± 1.6 –40.4 ± 0.6 –26.3 ± 3.0
(ilmenite) T1 (s) 1.8 ± 0.5 1.3 ± 0.3 5.3 ± 0.5 –

P0 (%) 17.0 ± 1.7 56 ± 28 51.8 ± 1.5 34.7 ± 4
MgF2

∗ AP (%) – – –18.6 ± 0.6 –
(rutile) T1 (s) 6 ± 3 – 7.4 ± 2.0 –

P0 (%) 8.4 ± 0.6 – 22.3 ± 1.3 –
ZnO∗ AP (%) – – – –
(hcp) T1 (s) 9.0 ± 0.5 9.63 ± 0.09 – –

P0 (%) 35.5 ± 0.2 22.0 ± 0.1 – –
|eqQ/h| (kHz) 683.7 ± 2.7 ± 5.3 939.3 ± 1.9 ± 8.2 – –

η 0 – –
Mg∗ AP (%) – – – –
(hcp) T1 (s) 4.5 ± 0.1 – – –

P0 (%) 37.8 ± 0.2 – – –
|eqQ/h| (kHz) 36.75 ± 0.06 – – –

η 0 – –
Pt∗ AP (%) – – –14.5 ± 0.4 –
(ccp) T1 (s) 22 ± 2 – 0.78 ± 0.08 –

P0 (%) 58.0 ± 0.1 – 55.0 ± 5.9 –

of polarization was reversed by applying a set of rf
values, with both frequency (±20 kHz and ±50 kHz
for 20Na and 21Na, respectively) and amplitude modu-
lated. Since we measured the NQR spectra both with
the positive-helicity laser light (σ+) and with the neg-
ative helicity (σ−) for the laser pumping method to
produce the atomic polarization, we define the effec-
tive asymmetry change as the difference between the
measured asymmetry change with σ+ and that with
σ− as effective AP ≡ AP (σ+) − AP (σ−), in order to
maximize the NMR signal so that a reliable measure-
ment was performed.

At first, a two component gaussian was fitted to
the NQR spectrum of 21Na in ZnO. We found two
resonances, which may be caused by two final loca-
tions of Na isotopes in ZnO or other reasons. We call
the larger resonance main and the smaller one sub. A

constant asymmetry change was observed because the
transition between m = −1/2 ↔ 1/2 was always in-
duced (I = 3/2) owing to the multi-rf technique. In
the analysis of 20Na in ZnO, the ratio of the main
and sub resonances of 21Na in ZnO was used because
the measurement of the sub resonance of 20Na in ZnO
was not completed. The results are summarized in Ta-
ble VIII together with a theoretical prediction and the
quadrupole moments reported before. The second er-
rors in the present results are the systematic errors ow-
ing to the unknown origin of the sub resonances. Here,
one tenth of the width of the main resonance is consid-
ered as the systematic error and the error for the ratio
R ≡ Q(20Na)/Q(21Na) is a total error. The theoretical
values are calculated by the shell model code OXBASH
[Brown et al., MSUCL Rep. N. 524] with sd model
space, which reproduces the present experimental
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Fig. 65. Electric quadrupole resonance spectra of 20,21Na
in ZnO. The full circles are the data of 20Na and open cir-
cles of 21Na. The solid line and broken line are the results
of fits.

Table VIII. Electric quadrupole coupling constants of
20,21Na in ZnO. R is defined by the ratio between
quadrupole moments of 20,21Na as R ≡ Q(20Na)/Q(21Na).
The theoretical values were calculated by OXBASH. For
experimental values see the text.

20Na 21Na
|eqQ/h| (kHz) 683.7 ± 2.7 939.3 ± 1.9

± 5.3 ± 8.2
R 0.728 ± 0.009

Qtheor. (mb) +84 +110
R 0.76

Qexp. (mb) 90 ± 10 61 ± 39
R 1.48 ± 0.96

ratio of the quadrupole moments. Since the experi-
mental quadrupole moment of 20Na was taken from
a figure in Keim et al. [ENAM98 (AIP 445, 1998)
p.50], it should be considered as preliminary data. The
quadrupole moment of 21Na was measured in Touchard
et al. [Phys. Rev. C25, 2756 (1982)]. In Table VIII,
a reanalyzed value of Q(21Na) by the latest reference
value of the hyperfine coupling constant A(2P3/2) and
the quadrupole moment of 23Na [Wo Yei et al., Phys.
Rev. A48, 1909 (1993); Jonsson et al., Phys. Rev.
A53, 4021 (1996)] is listed. For the first time, we deter-
mined the ratio of Q(20Na)/Q(21Na) within ∼1% rela-
tive error. In order to extract the quadrupole moment
from the present electric quadrupole coupling constant,
the reference value of the electric quadrupole coupling

constant, with well known quadrupole moment, will be
measured.
Alignment correlation term of 20Na

Introduction G parity is one of the important sym-
metries to be tested in the parity violating weak nu-
cleon current. G operation is a product of the charge
conjugation and the charge symmetry. It is a par-
ity operation in the charge space. Many experimental
and theoretical works have been performed and it was
shown that there is no large G parity violation in the
weak nucleon current. However, there still remains a
possible small violation caused by the mass difference
between the proton and neutron, or more fundamen-
tally, between the up and down quarks inside the nu-
cleon, or other reasons. A recent review can be found in
the paper [Wilkinson, Eur. Phys. J. A7, 307 (2000)].
For this purpose, a high measurement experiment of
the alignment correlation terms in the mass A = 12 sys-
tem was performed by the Osaka group [Minamisono et
al., Phys. Rev. C65, 015501 (2002)]. In order to search
for such a small G parity violating term, we need to
extend the experiment to a variety of mass systems so
that possible nuclear structure effects are eliminated.
In the present study, the alignment correlation term of
20Na in the A = 20 system was measured for the first
time.

The β-ray angular distribution from an oriented nu-
cleus is given by W (E, θ) ∼ 1 + PB̂1(E)P1(cos θ) +
AB̂2(E)P2(cos θ), where E is the β-ray energy, θ the
angle between the direction of the β-ray and the orien-
tation axis, P the polarization, A the alignment, B̂1(E)
the polarization correlation term and B̂2(E) the align-
ment correlation term given by B̂2(E) = −2Ĥ2(E, 0)/3
[Holstein, Rev. Mod. Phys. 46, 789 (1972)], where

Ĥ2(E, s) =
E

2M

(
1 − d ± dII

c
± b

c
+ (−1)sδ(E)

)
.

Here ± is for the electron and positron decays, re-
spectively, M the nuclear mass, b the weak mag-
netism, c the Gamow-Teller matrix element, d the
time component in the main axial vector current,
dII the G parity irregular induced tensor term and
δ(E) the contribution from higher order matrix el-
ements. Taking advantage of the symmetry between
mirror β-decays, dII can be extracted from the
difference of the alignment terms as B̂2(E)20F −
B̂2(E)20Na = −2E(b − dII − ∆δ(E))/(3Mc), where
∆δ(E) = (δ(E)20F − δ(E)20Na) /2.

The angular correlation between the β-ray and sub-
sequent γ-ray from the first excited state in 20Ne to
its ground state has also been used to test G sym-
metry. If we express the β–γ angular correlation as
W (θβγ) = 1 + a(E)cosθβγ + p(E)cos2θβγ , the coun-
terpart of the alignment correlation term is given by
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p(E) = Ĥ2(E, 1)/2. Thus, these two experiments have
different contributions from higher order terms, which
provide us a chance to cancel the higher order term.

Spin manipulation In the present experiment, a sin-
gle crystal ZnO (hcp) was used as a catcher. The po-
larized 20Na were implanted into ZnO placed at the
centre of an NMR magnet made of permanent mag-
net material (5250 Oe at the centre and parallel to
the polarization). In ZnO, (35.5 ± 0.2)% polarization
and T1 = 9.0 ± 0.5 s were observed, as seen in Fig.
64. The spin manipulation and the measurement of
the β-ray energy spectrum from the aligned nucleus
were performed in accordance with a timing program.
A typical result of the spin manipulation is shown in
Fig. 66. A pulsed beam method was employed. After
the beam was chopped, the polarization in counting
section named I was converted into alignment in sec-
tion III and back again to polarization in section V.
Because we can’t directly measure the degree of align-
ment, we calculated it from the polarization in sections
I, II, IV, V and the efficiency of the spin manipulation,
which was measured in a separate run. In section VIII,
the alignment was created, which has an opposite sign
to the alignment created in section III. The vertical
lines in the figure are to guide the eye. The full circles
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Fig. 66. Result of the spin manipulation of 20Na in ZnO.
The polarization change as a function of time is shown. At
time zero, the beam was stopped. Roman numerals are the
names of counting sections. The vertical lines are to guide
the eye.

are the beam cycle named 1, in which the alignments
were created in an order of minus to plus in sections
III and VIII, respectively. In order to compensate for
the relaxation of the polarization and alignment, the
alignments were created in a different order in beam
cycle 2, which is shown by the open circles. They con-
stitute one cycle and the cycle was repeated until the
required statistics were achieved.

Results and discussion From the ratio of β-ray
counts between these positive and negative alignments,
the alignment correlation terms were extracted as

B̂2(E) ∼ 1
Â

(
N(A+

1 , E)
N(A−

2 , E)
N(A+

2 , E)
N(A−

1 , E)
− 1

)

with
Â = A+

1 −A−
2 + A+

2 −A−
1 .

Here, A±
i is the degree of positive or negative align-

ment in beam cycle i and N(A±
i , E) the β-ray counts

from the aligned nucleus. By extracting the alignment
correlation term from the ratio, we do not need to nor-
malize the β-ray counts by the beam current so that the
systematic error could be reduced. The obtained align-
ment correlation terms are shown in Fig. 67, where sys-
tematic corrections were applied for each data point.
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Fig. 67. Alignment correlation terms of 20Na. The full cir-
cles were used for the fit and open circles were not. The
solid line is the fit, the broken lines are theory(IA) and the
dotted broken line is the result of β-γ angular correlation
experiments.
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In the figure, full circles were used for the fit and open
circles were not because of a large scattering effect on
the surface of the catcher. The solid line is the result
of the fit and the broken lines are the theoretical pre-
dictions based on the IA [Calaprice et al., Phys. Rev.
C15, 2178 (1977)]. Together with the present result,
the result of a fit of three existing β-γ angular correla-
tion experiments [Dupuis-Rolin et al., Phys. Lett. 79B,
359 (1978); Tribble et al., Phys. Rev. C23, 2245 (1981);
Rosa et al. Phys. Rev. C37, 2722 (1988)] is shown by
the dotted broken line, where the original β-γ angular
correlation data were multiplied by –4/3 to plot the
result of the fit in the figure. We found a huge enhance-
ment in the present data compared with the theoret-
ical calculation based on the IA, which might be ex-
plained by including meson exchange effects inside the
nucleus as indicated in the result of the experiment on
the alignment correlation term in the A = 12 system
[Minamisono et al., Phys. Rev. C65 015209 (2002)].
We also found a discrepancy between the present result
and the result of β-γ angular correlation experiments.
The contribution from higher order terms δ(E) should
be considered in the analysis. Detailed analysis of sys-
tematic corrections and errors is now in progress. In
order to reduce the scattering effect on the surface of
the catcher, which has one of the largest contributions
to the systematic errors, a new run with thin single
crystal Mg is planned. For the extraction of very small
fT , the alignment correlation term of the mirror part-
ner, 20F, has to be measured.

Experiment 875
MuScat: muon scattering in low Z materials for
muon cooling studies
(R. Edgecock, RAL)

Introduction

An important requirement of the Neutrino Factory
accelerator complex is the ability to cool the muons
in the transverse plane. Without this, it is likely the
neutrino intensity will be considerably smaller than re-
quired for the physics program. Due to the muon life-
time, such cooling needs to be fast and the currently
preferred technique is ionization cooling. In the case of
the transverse cooling required for a Neutrino Factory,
this involves passing the muons through an absorber
in which they lose both longitudinal and transverse
momentum. The lost longitudinal momentum is then
restored using rf cavities following the absorber.

As well as a cooling effect coming from the ioniza-
tion energy loss, there is heating coming from multi-
ple scattering and the final cooling achieved is a bal-
ance between these. Theory suggests this balance is
most favourable for elements with low atomic number,
in particular, liquid hydrogen. However, an extensive

literature search has failed to find any measurements
of the muon scattering distribution in light elements.
The most relevant data found come from the scatter-
ing of 2.7 MeV/c electrons on Al, Be and Li. These
data show a clear trend: as Z decreases, the agreement
with Moliere theory gets worse. If this trend continues
to hydrogen, there will be two effects:

• The level of cooling achieved would be less than
expected.

• Due to the increased scattering in the tails, the
fraction of muons scattered out of the cooling
channel could be much bigger than expected.

Due to the importance of this to ionization cooling, the
MuScat experiment has been created to measure the
scattering of muons of various momenta in a number of
low atomic number materials, in particular liquid hy-
drogen. As well as checking these observations, MuScat
will compare a range of muon scattering models with
the data.

A four week test period was allocated to the MuS-
cat experiment in the M11 beam line at TRIUMF in
June and July, 2000 and much was learnt about the
experiment during this time. As a result, a number of
changes were made and an improved version of the ex-
periment was constructed. This was tested with cosmic
rays and a proton beam at RAL at the end of 2002 and
then sent to TRIUMF at the beginning of 2003. Time
was allocated in the M20 beam line in April and May,
2003.

The following sections will describe the improved
version of the experiment, the running in TRIUMF
and the status of the analysis of the data. The aim is
to have the analysis finished for NuFact’04 in Japan.
M20 beam line

The M20 beam line is a quadrupole muon de-
cay channel, employing two bending magnets with
quadrupole transport between them. This allows a dra-
matic reduction in the background to muons by se-
lecting different momenta for the two bends and using
a momentum slit in the quadrupole channel. By us-
ing forward decay pions, a muon beam up to almost
180 MeV/c is possible and this is how the beam line
was used by MuScat. It should be noted that it is nor-
mally used for “surface” muons and was not used in
the forward decay mode for 20 years before MuScat
arrived!
The experiment

As the aim of the experiment is to make a precise
measurement of the multiple scattering of muons, the
amount of material that the muons must pass through
has to be kept to a minimum. For this reason, it is
not possible to do any tracking before the target and
a collimation system is employed to reduce the beam
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dimensions so that the incoming particle position is
known accurately enough. In addition, the measure-
ment of the position of the scattered muon relies on
the first tracking detector as all subsequent detectors
are affected by scattering in the first. Any additional
detectors are only used to aid in noise rejection and for
checking systematics. To minimize scattering in air, as
much of the experiment as possible is mounted in vac-
uum. Finally, to eliminate particles other than muons,
a good time-of-flight system is required.

The detector designed to satisfy these requirements
and used in the M20 beam in 2003 is shown in Fig. 68.
The most upstream parts are a veto shield and veto
scintillator to eliminate beam halo. These are followed
by the first trigger counter, which also acts as the TOF
start. This is built from two fingers of scintillator, each
1 mm thick, 28 mm long and 3 mm high. These overlap
by 20 mm in length and 3 mm in height. The timing
resolution is about 250 ps. The TOF stop comes from
the following rf-bucket of the cyclotron. This is almost
a square-wave of length 1.9 ns, the smearing of the
edges corresponding to a resolution of about 500 ps.

This trigger scintillator is followed by a 1 m long
vacuum tube containing the collimation system. This
consists of a 40 mm thick lead block at the front and a
160 mm lead block at the back, with two 10 mm disks
behind the front collimator and another two in front of
the back collimator. The first block has a slit 20 mm
long by 2 mm high cut in it, while the slit in the sec-
ond block is tapered to prevent large angle scatters off
the internal face. With this arrangement, the scatter-
ing distribution is measured vertically, in the narrow
direction of the slot. The second dimension is longer
to increase the particle intensity. There are also two
pairs of intermediate blocks each 10 mm thick with
larger slits in them to prevent scattering off the inter-
nal faces and an active collimator in front of the back
block. The latter consists of a strip of scintillator above
and below the slit in the collimator. Finally, the whole
collimator tube is wrapped in about 6 mm of lead.

Fig. 68. The MuScat experiment in 2003.

The vacuum tube is connected to the main vacuum
vessel, which contains the targets. These are:

• liquid hydrogen, 100 mm and 150 mm thick
• lithium, 12.7 mm and 6.3 mm thick
• beryllium, 3.7 mm and 1.0 mm thick
• carbon, 2.5 mm thick
• aluminum, 1.5 mm thick
• CH2, 4.8 mm thick
• iron, 0.2 mm and 5.1 mm thick

The “thick” iron sample is used simply to blow the
beam up to give a better coverage of the detectors and
improve the measurement of the efficiency. The liquid
hydrogen targets were built by the Targets group at
TRIUMF. The two lengths were achieved in the same
structure simply by rotating it through 90◦ in the hor-
izontal plane.

The solid targets are mounted on a target wheel
that can be controlled from outside the vacuum so it is
unnecessary to break this each time a target is changed.
The wheel has 12 slots, the last of which has no target
mounted and is used to measure the intrinsic proper-
ties of the beam. These are monitored on a regular
basis. In addition, two sets of lithium targets are used
to allow systematic checks.

Three detectors built from scintillating fibres are
used for tracking. These consist of two offset planes of
1 mm thick fibres in each dimension, to give a uniform
efficiency and two dimensional readout. There are a to-
tal of 1024 fibres per chamber. The light from the scin-
tillating fibres is transmitted to photomultipliers using
clear fibres. The PMTs used are Hamamatsu R5900
L16s and contain 16 anodes, each 16 mm long and 0.8
mm wide. Bundles of 16 × 16 clear fibres are formed
to match these anodes, thus giving a 16-fold multi-
plexing. To ensure that signals can be de-convoluted,
the scintillating fibres are read out at both ends and
the PMTs at each end are rotated by 90◦ with respect
to each other. The detectors are mounted inside the
vacuum vessel to minimize the amount of material be-
tween them and the target. The PMTs, on the other
hand, must sit outside and this means the fibre arrays
form the vacuum seal. The leak rate from these is suffi-
ciently small, however, that a vacuum of less than 5 ×
10−6 torr was achieved. The last of three detectors is
shown mounted on the back plate of the vacuum vessel
in Fig. 69.

A second scintillator for use in the trigger sits be-
hind the tracking detectors, outside the vacuum. The
final part of the detector is TINA, a NaI calorimeter
of 460 mm diameter and 510 mm depth. It has a mea-
sured energy resolution (fwhm) of 3.6% at 90 MeV for
electrons, with an energy dependence of E−0.55. As it
is not big enough to cover the full area of the tracking
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Fig. 69. The third Scifi detector mounted on the experi-
ment end-flange.

detectors after extrapolation of the tracks, it is used
offset from the centre of the experiment. Nevertheless,
it is valuable for both a muon energy measurement and
to check the beam composition.
Initial results from 2003

In 2003, MuScat had about 16 days of data-taking
in the M20 beam line and recorded a total of 57 M trig-
gers, as shown in Table IX. The analysis of these data
so far has focused on three main areas: understanding
the beam, understanding the detector and developing a
full GEANT4 simulation of the detector. It should also
be noted that theoretical work is being undertaken in
Oxford University that will directly predict the scatter-
ing distributions that MuScat will measure. A strong
collaboration has been created with the authors of this
work. In this section, only a few aspects of the work
done so far will be summarized.

Beam composition The time-of-flight distribution
measured with the two bending magnets in M20 set
to the same momentum and the momentum slit wide
open is shown in Fig. 70(a) and under normal running
conditions, with the bends set for forward decays and a
narrow momentum slit in Fig. 70(b). In the former it is
possible to identify peaks due to electrons, muons and

Table IX. Number of triggers recorded in 2003.

Target type Number of events
Liquid hydrogen 15 cm full 3.1 M
Liquid hydrogen 15 cm empty 3.9 M
Liquid hydrogen 10 cm full 7.9 M
Liquid hydrogen 10 cm empty 8.5 M
Lithium 1.3 cm 6 M
Lithium 0.6 cm 6 M
Beryllium 0.4 cm 3 M
Beryllium 0.1 cm 3 M
Carbon 0.3 cm 2 M
Aluminum 0.2 cm 3 M
Polythene 0.5 cm 2 M
Iron 0.02 cm 2 M
Iron 0.5 cm 2 M
Empty 5 M
Total 57 M

Fig. 70. Time-of-flight distributions.

taus. There are a number of other peaks which corre-
spond to earlier rf pulses of the cyclotron and these are
believed to be due to the protons. There are more than
one of these because the protons do not penetrate all
the way through the detector to the second trigger scin-
tillator plane. Thus a “proton” trigger actually results
from a proton signal in the first trigger counter and
an accidental coincidence with another particle, pion,
muon or electron, hitting the second trigger counter.

In normal running conditions, using forward muon
decays and a narrow momentum slit, it can be seen
that the backgrounds from particles other than muons
are essentially eliminated. The shoulder on the muon
peak is currently being understood, but is believed to
be due to pion decays after the momentum slit.

Additional particle identification is possible with
TINA. Although the details are still being understood,
Fig. 71 shows the energy deposition of muons that
strike the calorimeter well away from the edges. The
tail to higher energies is believed to be due to electrons

Fig. 71. Energy distribution of muons in TINA.
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Fig. 72. Raw hit distributions in the first scintillating fi-
bre detector with (a) no target, (b) thin lithium, (c) thick
lithium and (d) thick iron. The distributions are broader in
x as this is the long dimension in the collimator slits. The
scattering will be measured in y.

which come from muon decays during the integration
time of the electronics.

Beam momentum As M20 has not been used for for-
ward muon decays for a long period, it is very impor-
tant to have an independent measurement of the beam
momentum. This is possible in two ways: (1) using the
time of flight of a number of particle types and (2) us-
ing the kinetic energy depositions in TINA for these
particle types. Both of these have been investigated
and give a preliminary measurement consistent with
expectations from the M20 magnet settings.

Tracking The tracking detectors are clearly the most
important element of the experiment and a lot of work
has been done to understand them. In particular, the
pedestals and gains have been determined and the
alignment, hit identification and error determination
are almost final. Tests of the tracking algorithm are
also almost complete. As an example, Fig. 72 shows
very preliminary raw hit distributions, without track-
ing requirements, for running with solid targets. The
algorithm for deconvoluting the real muon scattering
distribution from these raw distributions has been de-
veloped and is also under test.

In addition, a detailed GEANT4 simulation of the
whole experiment has been written. Much work has
gone into comparing this with data, down to fine de-
tails, and this has brought many improvements to the
simulation and a better understanding of the experi-

Fig. 73. Comparison of total signals from clusters found
in the tracking detector, measured in photo-electrons, be-
tween data (solid line) and Monte Carlo (points). Note the
differences above 6 pe are because a single saturation value
for the electronics is used in the Monte Carlo, while there
are variations for the real data.

ment. An example is shown in Fig. 73. A method of
using a number of scattering algorithms as input to
GEANT4 for comparison with the raw scattering dis-
tributions from the data is also under development.

Experiment 880
Ortho-para effect of muon catalyzed fusion in
solid deuterium
(K. Ishida, K. Nagamine, RIKEN/KEK)

We measured the dependence of the rate of muon-
catalyzed fusion in D2 (dd-µCF) on the ortho-para
state of deuterium molecules. In the dd-µCF process,
the resonant formation of ddµ, dµ + D2 → [(ddµ)dee],
is one of the most important processes determining the
overall efficiency of producing fusions. Since this pro-
cess requires an energy matching between the initial
state and the final state, the rate is very sensitive to the
states of dµ (hyperfine states F = 3/2 or 1/2, kinetic
energy etc.) and D2 (vibrational and rotational molec-
ular states, kinetic energy etc.). Although the system
had been experimentally investigated by changing var-
ious parameters such as the temperature and the den-
sity, full understanding was not achieved yet. In or-
der to obtain further understanding of this process, we
started to investigate the effect of another parameter,
namely the ortho-para state of the D2 molecule.
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The measurement was performed at the M9B chan-
nel in June, 2000. We prepared two deuterium targets,
one the “normal” D2 (67% ortho and 33% para) and
the other was an “ortho” D2 (99.7% ortho and 0.3%
para). A detailed explanation of the gas preparation
procedure as well as the experimental set-up is given in
references [Toyoda et al., Phys. Lett. B509, 30 (2001);
ibid., Phys. Rev. Lett. 90, 243401 (2003)]. The deu-
terium gas was solidified on a thin silver foil maintained
at 3.5 K to make a solid D2 target of 40 mm in diameter
and 0.3 mm in thickness. To detect protons from fusion
events, we used silicon surface barrier (SSB) detectors
in pairs so that the “∆E vs. E” particle identification
method was applied. The fusion proton emission time
spectrum after muon stopping as shown in Fig. 74 was
analyzed to extract various parameters such as the ef-
fective ddµ formation rate from dµ(F=3/2) state, λ̃ 3

2
,

and the hyperfine transition rate from dµ(F=3/2) to
dµ(F=1/2) state, λ̃ 3

2
1
2
. The obtained values are shown

in Table X for normal D2 and ortho D2. It was found
that the effective ddµ formation rate as well as hy-
perfine transition rate are decreased by increasing the
ortho-deuterium concentration. This result is opposite
to a calculation assuming the complete thermalization
of dµ atoms, which predicts a slight increase of ddµ
formation rate. We suspect that the solid-state effect
plays an important role and a more detailed theory is
necessary.
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Fig. 74. Fusion proton time spectrum for normal deuterium
(triangle data points and fitted dotted line) and that for or-
tho deuterium (circle points and solid line) are plotted. A
significant difference was observed both in amplitude and
decay rate of the fast component. The upper-right inset
is for a different time range to show the slow component,
which was used for the normalization.

Table X. Obtained value of the effective ddµ formation
rate λ̃ 3

2
and the hyperfine transition rate λ̃ 3

2
1
2

in normal

D2 and ortho D2 and the relative effect due to ortho-para
conversion.

Normal D2 Ortho D2 Effect

λ̃ 3
2

2.868(60) 2.131(43) –26(3)%
λ̃ 3

2
1
2

36.14(84) 29.68(71) –18(3)%

Table XI. Comparison of the dµ hyperfine-transition rate

due to scattering [λ
3/2 1/2 scat
dµ (µs−1)] and the dµ hyperfine-

transition rate via back decay rate [λ
3/2 1/2 back
dµ (µs−1)] be-

tween experiments (this work, Lauss et al. [Hyp. Int. 118,
79 (1999); Voropaev et al., Hyp. Int. 118, 135 (1999)] and
theories). Our experiment is for solid D2 while others are
for the liquid state.

λ
3/2 1/2 scat
dµ λ

3/2 1/2 back
dµ

(µs−1) (µs−1)
This expt. 11.5 ± 4.2 24.7 ± 4.9
Lauss et al. 26.3 ± 3.0 11.0 ± 3.0
Voropaev et al. 23.6 ± 0.4 12.9 ± 0.4
Theories ∼36 ∼14

Another interesting problem in dd-µCF is that
there is a large discrepancy between theories and ex-
periments concerning the dµ hyperfine-transition rate,
to which two components are expected to contribute.
Since one of the components (transition by back decay
after ddµ molecule formation) is proportional to the
measured effective ddµ formation rate with respect to
the ortho-para conversion, while the other (transition
due to scattering) is not dependent, we can use our
data to separately determine the two components. Our
result is shown in Table XI with previous experimental
data obtained in the liquid state by completely differ-
ent methods. It was confirmed that the scattering is
much smaller than theoretical predictions.

Experiment 893
The hyperfine field of Rb in Fe, Ni and Co
(LTNO at ISAC)
(P. Delheij, TRIUMF)

Principle

In the low temperature nuclear orientation (LTNO)
set-up, a polarized nuclear ensemble is created by im-
planting the radioactive beam from the ISAC facility
into a ferromagnetic target foil which is kept at a tem-
perature near 10 mK. For these systems the polariza-
tion is determined by the factor µH/kT through the
Maxwell Boltzmann distribution. Here, µ is the mag-
netic moment, H the hyperfine field, T the tempera-
ture and k the Boltzmann constant. This polarization
produces an anisotropy in the emission of the decay
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products which depends on nuclear structure proper-
ties like spins, multipole mixing and parity mixing. By
raising the temperature the normalization (isotropic
distribution) is measured. The normalized anisotropies
determine the parameter values.

If two of the three parameters in µH/kT are known
for the parent ground state, the third one can be deter-
mined. In this way (because µ and H are known) the
temperature is determined by attaching a long lived
source like 60CoFe to the cold finger that cools the tar-
get foil.

The product µH can be determined directly with
rf irradiation (NMRON technique). As the frequency
of the rf field is stepped the anisotropy of any subse-
quent transition is measured to detect the change of
this anisotropy when the Larmor frequency is passed.
This technique avoids the systematic errors that are
due to the temperature determination. This improves
the accuracy typically by an order of magnitude. Ei-
ther the magnetic moment or the hyperfine field can
be determined if the other quantity is known.

Development

At present the goal of this experiment is to resolve
the difference between the experimental and calculated
value for the hyperfine field of diluted Rb in Fe. In 2000
a calculation of the hyperfine field of dilute impurities
in Fe of the elements from Rb to Xe was published
[Cottenier and Haas, Phys. Rev. B62, 461 (2000)].
Compared to earlier calculations the lattice constant
around the impurities was treated as variable. This
improved agreement between experimental and calcu-
lated values by an order of magnitude to the few per
cent level. The exceptions were Rb and Sr. For Rb a
discrepancy of a factor –5 exists. An NMRON mea-
surement with 79Rb in the LTNO set-up at ISAC can
resolve this issue (Expt. 893). For Sr a discrepancy of a
factor +2 was removed this year in Japan [Nishimura
et al., Phys. Rev. B68, 012403 (2003)].

During the preparations for the on-line measure-
ments a problem with the top loading mechanism on
the mixing chamber was encountered. The rebuilding
required a substantial disassembly of the set-up. Then
on-line measurements with 79Rb and 75Ga showed po-
larization effects on the 15 per cent level. However, no
NMRON signal could be observed.

After that 91Rb was implanted to populate the iso-
meric state at 555 keV in 91Y. The hyperfine field for
this system is known [Hinfurtner et al., Phys. Rev.
Lett. 66, 96 (1991)] and the resonance frequency is
310 MHz without an external magnetic field. As shown
in Fig. 75, an effect of 200% was observed for the inten-
sity ratio of the detectors perpendicular (D90+D270)
and parallel (D0+D180) to the external magnetic field
due to the polarization.

Fig. 75. Change of the intensity ratio R as the target foil
is warmed up.

Fig. 76. NMRON resonance for 91RbFe in an external mag-
netic field of 0.2 T. The ratio of R with the rf modulation on
and the rf modulation off dips as the frequency is stepped
through the resonance.

With this system a resonance was observed at
308 MHz as expected for the external field of 0.2 T
(see Fig. 76). The rather small size of the resonance
(a frequency integrated destruction of only 1/30 of the
polarization signal) was a surprise, particularly in view
of our earlier result for 60CoFe (see last year’s TRI-
UMF Annual Report) when a polarization destruction
efficiency of 1/3 was observed at 165 MHz, approxi-
mately a factor 10 better. With the small polarization
signal from 91Y it was still possible to measure the
spin-lattice relaxation for the first time. The result of
10 ± 5 s is in good agreement with the semi-empirical
relation in Shaw and Stone [Atomic Data and Nucl.
Data Tables 42, 339 (1989)]. This might suggest that
the small NMRON effect is less likely related to the
sample preparation than to the operation of the rf sys-
tem. To address this problem a mock-up of the rf trans-
mission system was being built at the end of the year.
Furthermore, computer simulations are in progress.
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Experiment 909
Isospin symmetry breaking in superallowed
Fermi β-decays
(C.E. Svensson, Guelph)

Precision measurements of the ft values for su-
perallowed 0+ → 0+ Fermi β-decays between isobaric
analogue states provide demanding tests of the stan-
dard model description of electroweak interactions. To
date, superallowed ft values have been determined at
the ±0.1% level for nine nuclei between 10C and 54Co
and, once corrected for small radiative and isospin
symmetry-breaking effects, their consistency has con-
firmed the conserved vector current (CVC) hypothesis
at the level of 3× 10−4. However, the value of Vud de-
rived by comparing these β-decay data with the purely
leptonic muon decay, combined with present knowl-
edge of Vus and Vub, indicates a violation of the unitar-
ity of the Cabibbo-Kobayashi-Maskawa (CKM) quark-
mixing matrix at the 98% confidence level [Towner and
Hardy, Phys. Rev. C66, 035501 (2002)]. Should this
discrepancy be firmly established, it would indicate the
need for new physics, either in terms of explicit quark
effects in nuclear structure or an extension of the min-
imal electroweak standard model. Before a definitive
conclusion can be reached, all uncertainties contribut-
ing to the unitarity test must be carefully scrutinized
and, if possible, reduced. For Vud, the dominant uncer-
tainties are those associated with theoretical correc-
tions to the ft values, and the search for systematic
effects has focused on the nuclear-structure dependent
δC corrections that account for the breaking of isospin
symmetry by charge-dependent forces in the nucleus.

Experiment 909 involves a series of measurements
with the 8π spectrometer and SCEPTAR β array
aimed at constraining the above-mentioned isospin
symmetry-breaking corrections in superallowed Fermi
β-decays. This program will take advantage of the
unique beams of radioactive ions available at ISAC to
study particular decays in which the predicted δC cor-
rections show the greatest model sensitivity. An initial
focus of Expt. 909 will be on lifetime and branching ra-
tio measurements for 34Ar, with the aim of establishing
the superallowed ft value at the ±0.1% level. The first
objective will be to improve the current half-life preci-
sion by approximately one order of magnitude. These
measurements will be carried out by collecting samples
of 34Ar at the centre of the 8π and following their de-
cay for ∼30 half-lives by time-stamping γ-rays emitted
from excited states in the daughter 34Cl populated in
Gamow-Teller decay branches of 34Ar.

In anticipation of 34Ar beams from the ISAC ECR
ion source in 2004, tests of the experimental techniques
to be employed in Expt. 909 were carried out with ra-
dioactive 26Na beams. This isotope was chosen because
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Fig. 77. Summed decay curve from β counting 26Na sam-
ples with the 4π gas proportional counter at the ISAC GPS
station. The second (longer lived) decay component results
from a small 26mAl contamination of the beam.

i) high yields were available from ISAC surface ion
sources, ii) the half-life (∼1.07 s) is similar to 34Ar, iii)
the daughter 26Mg is stable, and iv) ∼99% of 26Na β-
decays are followed by the 1809 keV γ-ray transition in
26Mg, facilitating tests of the γ-ray lifetime technique
to be employed for 34Ar. The first requirement was to
determine a precise value for the 26Na lifetime. To this
end, a 26Na beam was delivered in 2002 to the fast
tape system at the ISAC GPS station and its lifetime
determined to high precision by the well-established β
counting technique with a 4π gas proportional counter.
The analysis of these data (a sample of which is shown
in Fig. 77) is now complete, and the 26Na lifetime has
been established at the ±0.03% level.

In June, 26Na beam was delivered to the 8π spec-
trometer to commission SCEPTAR (the scintillating
electron positron tagging array) and to continue the
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Fig. 78. γ-ray singles spectrum from 26Na decay recorded
with the 8π spectrometer at ISAC.
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Fig. 79. γ-rays from the daughter nucleus 26Mg identified with the 8π spectrometer following β-decay of 26Na.

development of lifetime measurement techniques for
Expt. 909. A γ-ray singles spectrum from 26Na decay
recorded in the 20 HPGe detectors of the 8π spec-
trometer is presented in Fig. 78. A total of 82 γ-ray
transitions in the daughter 26Mg were identified, with
energies between 241 keV and 7.368 MeV and intensi-
ties ranging from 0.99 to below 10−5 per β-decay (see
Fig. 79). Together with the above mentioned lifetime
measurement and the previously known Q-value, these
data have established precision ft values for 20 β-decay
branches of 26Na. The 26Na beam also enabled further
testing of the γ-ray lifetime technique to be employed
for 34Ar, and these data are currently being analyzed
for comparison with the precise 26Na half-life deter-
mined through β counting.

Following measurement of the 34Ar lifetime, subse-
quent measurements with the 8π and SCEPTAR will
focus on an improved determination of the 34Ar super-
allowed branching ratio. Large, and model-dependent,
isospin symmetry-breaking corrections are also pre-
dicted for the A ≥ 62 odd-odd N = Z nuclei. A pro-
gram of precision lifetime measurements (Expt. 823)
for these nuclei with the 4π gas proportional counter
at the ISAC general purpose station is being led by
G.C. Ball of TRIUMF. Future experiments with the
8π spectrometer and SCEPTAR will provide branch-
ing ratio measurements for these short-lived isotopes.
Weak non-analogue Fermi decay branches that provide
direct, and absolute, information on one component of
the isospin symmetry breaking will also be measured.
Initial measurements of 74Rb decay by our collabo-
ration with a single HPGe detector have identified a
number of high-energy γ-rays from excited states in
the daughter 74Kr [Piechaczek et al., Phys. Rev. C67,
051305(R) (2003)]. The high γ-γ efficiency of the 8π
spectrometer will be used to clarify the coincidence re-
lationships between these γ-rays and identify further
γ-ray transitions following weak Gamow-Teller decay

branches, with the aim of establishing the superallowed
branching ratio at the ±0.05% level. With the con-
tinued development of ion source technology at ISAC,
these superallowed and non-analogue Fermi β-decay
branching ratio studies will be extended to include
38mK, 62Ga and 70Br.

Experiment 920
Nuclear charge radii and moments of short lived
neutron deficient lanthanum and other rare
earth isotopes
(H.A. Schuessler, Texas A&M)

We had our first on-line run scheduled September
5–9. The plan was to measure HFS and isotope shifts
of short lived 129−134La isotopes. In case of difficul-
ties with lanthanum production, we were also ready
to substitute short lived Pr isotopes for investigation.
Initial field tests on a Ta foil target running at about
40 µA proton beam indicated that such experiments
should be possible, even though more yield tests needed
to be carried out to definitely confirm the required
∼5 × 106 ion/s for laser spectroscopy signals. Unfor-
tunately shortly before our run started, the on-line ion
source was destroyed, and nothing more could be done
to pursue spectroscopy on either La or Pr. We hope
that in a future ion source period our experiment will
be scheduled closer to the beginning of the period to
have a newer on-line ion source.

Since our experimental equipment was ready and
needed to be tested, and since all the major collab-
orators were present, it was decided to try using the
off-line plasma source (OLIS) with argon gas. We got
excellent and fast support to arrange a stable beam
run from the ISAC ion source management and the
ion source operators.

Transitions accessible to laser dyes in the 550nm
region lie very high in Ar II and it was necessary to
find transitions for which the lower level is metastable,
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Fig. 80. Ar II level scheme of interest.

and populated by the plasma discharge of the source.
The scheme used in our experiment is shown in Fig.80.

Laser radiation at λ = 611nm and λ = 617 nm was
employed for excitation and several lines between λ =
459–490 nm for detection.

These excitation wavelengths lie on the border of
the DCM dye range, so rather than change the dye
in our laser (currently working with Rh110), we used
Phil Levy’s polarization beam line laser, which already
operated with DCM.

We were successful in observing the laser spec-
troscopy signals even though the plasma ion source is
not well suited for producing the required metastable
states from which laser excitation starts. A signal from
stable 40Ar is shown in Fig. 81. It is hard to make a
sensitivity estimate from this proof-of-principle exper-
iment since it is unknown which minor fraction of the
argon ion current is in the required metastable state
(less than 10−4). Also the signal line width is more than
an order of magnitude broader than the lifetime limit
due to the unfavourable conditions in the ion source
plasma.

Nevertheless a milestone in our work was reached,
since our experiment demonstrated that all our equip-
ment is working and that we are ready for our first
on-line experiment at ISAC.

Fig. 81. Laser spectroscopy signal of 40Ar.

Experiment 921
High-K isomers in the mass 180 region
(P.M. Walker, TRIUMF/Surrey, UK)

A program of high-K isomer studies has been initi-
ated at TRIUMF-ISAC. In the first experiment, a ra-
dioactive source, prepared off-site, was measured with
the 8π γ-ray spectrometer. Following this, measure-
ments of A ≈ 180 nuclides were made with the 8π
spectrometer, in conjunction with the SCEPTAR elec-
tron detector array, on-line to the ISAC-I radioactive
beam facility.

The motivation for these studies comes from the
wish to understand the nuclear structure of high-K
isomers, especially the transition rates of highly K-
forbidden decays. The neutron-rich A ≈ 180 nuclides
provide a fertile testing ground for model predictions,
which indicate the existence of an especially favoured
region for the formation of high-K, multi-quasiparticle
isomers. These may influence the r-process pathway
of stellar nucleosynthesis. Furthermore, there is the
prospect of exploiting isomers as novel energy-storage
devices [Walker and Dracoulis, Nature 399, 39 (1999)].

The spontaneous decay of 31-year 178m2Hf

A preliminary description of this experiment was
given in the 2002 TRIUMF Annual Report. γ-rays
from a 15 kBq source of the 31-year, Kπ = 16+ iso-
mer were measured for 42 days with the 20-detector
8π spectrometer. The γ-γ-coincidence events were ana-
lyzed to produce level-scheme information. In this way,
sensitivity to transitions with intensities as low as one
in 105 parent decays was achieved. Detailed results
have been published [Smith et al., Phys. Rev. C68,
031302(R) (2003)].

The vast majority of the isomer decay proceeds by
electron conversion, and the principal findings from
the new measurements consist of the first unambigu-
ous identification of direct γ-ray emissions from the
31-year isomer itself. These are 310 keV, M4, and 587
keV, E5 transitions with intensities of 15 and 6 parts
in 105, respectively. The high transition multipolarities
set new boundaries for the operation of the K quantum
number, broadly in line with expectations, i.e. their re-
duced hindrance factors are fν∼100 (per degree of K
forbiddenness).

In addition, the observation of a previously un-
known E2 transition, between members of the two
known Kπ = 8− bands, has enabled the testing of
a band-mixing model proposed by Emery et al. [KVI
Annual Report, 1979] with consistent results.

It is notable that the M2 decay of the 4-s, Kπ = 8−

isomer was too weak to be identified (< 1 part in 105)
with fν>160.
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Search for new isomers in � = 170� 180 nuclides

A K-isomer research program is now under way
on-line to ISAC-I, to search for predicted isomers in
neutron-rich nuclides. With a 30 µA beam of 500 MeV
protons incident on a natural tantalum target con-
nected to a surface ionizer, low-energy ions were ex-
tracted at 40 keV, mass separated, and transported
to the 8π spectrometer. The latter has been supple-
mented with a large-solid-angle, 20-element array of
plastic scintillators, SCEPTAR, for electron detection.
The 40 keV ions were stopped at the centre of the
8π/SCEPTAR spectrometers in a remote-controlled
tape, which periodically transported the accumulated
activity to a lead-shielded location. In this way, short-
lived isomers and β decays could be studied with min-
imum interference from long-lived isobars.

Preliminary results have been reported at the RNB-
6 conference [Smith et al., Nucl. Phys. A (in press)].
A significant aspect has been the observation of de-
cays from a 3 ms, 1/2+ isomer in 179Lu. While the
isomer itself is well known, the short half-life had led
to the expectation that it would not be observed with
the present experimental arrangement. Therefore, its
identification provides valuable evidence for the sensi-
tivity to ms isomers.

Data analysis is in progress, with an emphasis in
the present data on the search for new high-K isomers
in 178Lu and 179Lu.

Experiment 927
(3He,p) as an alternative to resonant elastic
scattering
(F. Sarazin, Colorado School of Mines/TRIUMF; P.
Walden, TRIUMF)

The carbon-nitrogen-oxygen (CNO) cycles are
thought to be the main source of energy generation
in novae and X-ray bursts in their ignition phase.
Under certain extreme conditions of temperature and
pressure, these cycles may be broken by so-called
breakout reactions such as 15O(α,γ)19Ne(p,γ)20Na or
18Ne(α,p)21Na(p,γ)22Na, which link the CNO cycles
to the rp-process, a long sequence of proton captures
and β-decays. Precise knowledge of the structure of a
few states above the relevant particle threshold in the
compound nuclei is required to calculate the rate of the
reactions involved in the breakout of the CNO cycles
and in the subsequent rp-process.

In this context, resonant elastic scattering is a very
valuable tool to identify astrophysically relevant states
as demonstrated again recently at ISAC/TRIUMF
[Ruiz et al., Phys. Rev. C65, 042801R (2002)]. How-
ever, it is limited to low spin states and/or resonances
of relatively large width. This technique also requires
already having a fairly good knowledge of the com-

pound nucleus level scheme, so that the beam energy
could be tuned to match the reaction excitation en-
ergy to that of known resonances. Experimentally, it
requires time-consuming frequent beam energy changes
to map out the excitation function for every state. We
proposed to use the (3He,p) reaction in inverse kine-
matics at the TUDA scattering chamber at ISAC as an
alternative to elastic scattering. For proton-rich nuclei
this reaction has a high Q-value, which allows the pop-
ulation of a wide range of states with only one beam
energy.

In early December, a first beam time period was al-
located at ISAC/TRIUMF, mainly to test the method
at ISAC energies (max 1.73 MeV per nucleon). At
these energies, the deuteron transfer is expected to
proceed mainly (but not exclusively) via a com-
pound nucleus mechanism. Two stable beam tests
(20−21Ne(3He,p)22−23Na) and one radioactive beam
test (20Na(3He,p)22Mg) were performed.

Experimental set-up

The experimental set-up consisted of a 5 mm thick
LN2-cooled 3He gas cell at a pressure of 500 mbar. The
entry and exit foils were 1.3 mg/cm2 Ti foil. The target
was designed, built and already used for experiments
or secondary beam production [Harss et al., Rev. Sci.
Instr. 71, 380 (2000)] at Argonne National Laboratory.
It was shipped from Argonne to TRIUMF for the ex-
periment.

The clear advantage of such a cold target is that
for at the same operating pressure, it contains almost
4 times more 3He atoms/cm2 than at room temper-
ature. Therefore, it allows the target to be thinner,
enabling better energy resolution.

A ∆E-E system, consisting of two stacked 300 µm
LEDA detectors was placed, respectively, 8.1 cm
(14 cm) for the 20Ne(3He,p)22Na experiment (for
the 20Na(3He,p)22Mg and the 21Ne(3He,p)23Na ex-
periments) upstream from the target covering the
[123◦,147◦] ([138◦,160◦]) range in the laboratory frame.
A 6 µm thick mylar foil was placed in front of the
first LEDA to stop the beam ion particles which had
backscattered off the Ti foils.
20Ne(3He,�)22Na*, Q � 5.8 MeV

The 20Ne(3He,p)22Na*, using direct kinematics, has
already been studied at various energies, including 2.8
and 3 MeV [Meynadier et al., Nucl. Phys. A161, 305
(1971)]. The main goal of this first experiment was
therefore to test the experimental set-up and evalu-
ate the resolution obtained in inverse kinematics. The
3He target was operated at room temperature. A 109

pps 1.73 MeV per nucleon 20Ne beam was used for
this first test. After about 8 hours, proton peaks were
clearly seen in every strip of the silicon array. A prelim-
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Fig. 82. Excitation function of 22Na from the
20Ne(3He,p)22Na reaction.

inary excitation function, summed over all the strips,
was extracted (see Fig. 82). As observed in the direct
reaction, a large number of excited states are present,
which confirms the potential of the reaction to find new
excited states, as it seems to populate all excited states
which are angular momentum accessible. The analysis
of the ∆E-E spectrum showed that only protons were
recorded in the detectors.
20Na(3He,�)22Mg*, Q � 14.9 MeV

Following the initial success of the 20Ne experiment,
a 107 pps 1.73 MeV per nucleon 20Na radioactive beam
was used in the search of new states in 22Mg. The pre-
cise knowledge of the level scheme of 22Mg in the 5–
7 MeV energy range is especially of importance for the
21Na(p,γ) reaction, the rate of which is being inves-
tigated at the DRAGON facility. A very large back-
ground at low energy was observed in the detectors,
due to the β-decay of the backscattered 20Na implanted
in the mylar foil. Another source of background was
due to the β-delayed α-decay of 20Na (20.5%). The
energy of the alphas did not, however, overlap signifi-
cantly with the energy region where the protons of in-
terest were expected. After an initial 8 hour period, the
3He target was cooled to LN2 temperature. Although
protons were clearly present from examining the ∆E-
E scatter plot, no apparent structure could be seen
in the accumulated energy spectrum. This suggested
that the cross section for the 20Na(3He,p)22Mg reac-
tion was much lower than for the 20Ne(3He,p)22Na re-
action and it also suggested that the protons observed
were coming from a separate distinct additional reac-
tion. Currently, we speculate that the very significant
loss of cross section is due to the larger Q-value of the
reaction. A further investigation is in progress.
21Ne(3He,�)23Na*, Q � 11.4 MeV

In order to gather some evidence for our specula-
tion, we switched back to stable beam, namely 21Ne.

The idea was to study a reaction with a somewhat
lower Q-value with the advantage of the higher beam
intensity offered by the use of stable beam (109 pps).
As shown in Fig. 83, small peaks can be seen on the en-
ergy spectra. The peaks, however, sit on a much larger
background than the one observed in the 20Ne(3He,p)
data. The evident loss of cross section compared to
the nearby 20Ne(3He,p) reaction seems to confirm the
Q-value correlation with the cross section. The back-
ground was confirmed to be from a separate distinct
reaction because a run without 3He gas showed a sim-
ilar background without the peaks (see Fig. 83).

The TUDA chamber was finally opened and the
target foils examined. A large carbon build up was ob-
served on both entry and exit foils. This carbon build
up is likely to have occurred while the target was cooled
and was therefore acting like a cold trap. The con-
densates were probably hydrocarbons which were car-
bonized by the ion beams. This built up as a function
of time. The low background seen in our 20Ne data was
due to the fact that the build up had not yet occurred.
As a last test, the target was replaced by a mylar foil
to see if a reaction of the beam on the carbon build up
was responsible for the background observed. A similar
background was indeed observed.
Conclusions

Despite the apparent disappointing results of the
radioactive beam experiment, much has been learned
and improvements to the experimental set-up are being
discussed. In particular, we are currently working to-
wards the 18Ne(3He,p)20Na experiment, the subject of
the original (3He,p) proposal, which has a Q-value (Q
6.1 MeV) comparable to our successful 20Ne(3He,p)
test.
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Fig. 83. Proton energy spectra obtained in the 21Ne ex-
periment. The figure on the left corresponds to runs with
3He gas in the target. States in 23Na can be seen although
sitting on a large background. The figure on the right corre-
sponds to runs without 3He in the target, which shows that
the background is due to protons unrelated to the (3He,p)
reaction.
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Experiment 928
Level structure of 21Mg: nuclear and astrophys-
ical implications
(A. Murphy, Edinburgh)

Binary star systems are extremely interesting astro-
physical phenomena due to their ability to undergo cat-
aclysmic variability. The mechanism that drives these
changes is thermonuclear runaway occurring in ac-
creted layers of material transferred from a less evolved
massive star on to the surface of its more evolved com-
pact companion. Novae occur when the hydrogen rich
outer layers of material from, for example, a red gi-
ant, are drawn off and deposited on the surface of a
white dwarf companion. If the companion were instead
a neutron star, the resulting detonation would occur in
a much deeper gravitational potential, resulting in the
hotter, faster event known as an X-ray burst. The crite-
rion for the onset of the explosion is that the accretion
rate is such that a degenerate layer builds up, which at
some critical density then undergoes a thermonuclear
runaway.

The rate of energy generation, and the amount of
nucleosynthesis that develops, depends on the nuclear
reactions that occur. A critical reaction path in no-
vae and X-ray bursts may be breakout from the hot-
CNO cycle to the rp-process and a key link in this
chain is the 20Na(p, γ)21Mg reaction. A measurement
of the 20Na(p, p)20Na reaction is able to determine
many of the properties of the 21Mg nucleus, and as
the 20Na(p, γ)21Mg reaction rate is dominated by res-
onant contributions in these temperature regimes, such
a measurement is highly important. This was the focus
of Expt. 928 conducted at TRIUMF.

Accurate knowledge of the excited states of the
21Mg nucleus are also of interest from a nuclear struc-
ture perspective. Properties may be compared to those
of isobaric analogue states, allowing a study of the
Thomas-Ehrman shifts to be made. Similarly, compar-
isons to predictions of recent shell model calculations
will aid theoretical descriptions of proton-rich nuclei
of similar masses. Finally, previous measurements of
this and similar reactions have had to be made with-
out the capabilities afforded by radioactive beam facil-
ities such as TRIUMF. Consequently, indirect reaction
techniques had to be applied, and conclusions drawn
from complex model-dependent analyses of the reac-
tion. Comparison of the data from this measurement
with those of previous data sets will allow an assess-
ment of these previous indirect techniques.

In order to determine the parameters of resonant
states in 21Mg, resonant elastic scattering of protons
was employed. Experimentally, this consisted of im-
pinging a radioactive 20Na beam on to a hydrocarbon
foil, and then detecting the recoil protons. The beam

was generated by ISAC, using a primary silicon-carbide
target with a driver beam of typically 20 µA of 500
MeV protons. Typical beam currents on target in the
TUDA chamber were a few pA, and during the exper-
iment beam energies of 1.25 MeV/u and 1.60 MeV/u
were requested. Accurate confirmation of the beam
energies was assured by making measurements with
the Prague magnet and then cross checking with the
DRAGON spectrometer. This consisted of sending the
beam in to each device and focusing the beam on to
a set of exit slits (after the first magnetic dipole in
the case of DRAGON), and then measuring each inde-
pendently calibrated field. For the higher beam energy,
where the field of the DRAGON MD1 magnet was un-
able to sufficiently bend the beam, this required first
introducing gas in to the DRAGON target volume to
slow the beam. Measurements of the required magnetic
field were performed with various pressures of gas, and
an extrapolation to zero gas pressure made. In all cases,
an agreement between the beam energy measured with
the Prague magnet and with DRAGON of ∼1 keV/u
was observed.

The target consisted of ∼795 µg/cm2 of CH2. Since
the projectile loses a significant fraction of its energy
in passing through such a thick target, the elastic re-
actions can occur over a wide range of energies, al-
lowing an excitation function over a range of energies
to be measured in a single experiment. For the lower
beam energy, reactions can occur at ∼0.51–1.20 MeV
in the centre-of-mass, and for the higher beam energy
between ∼0.91–1.54 MeV, covering much of the as-
trophysically and structurally important resonances.
Detection of the recoiling protons was achieved in
two LEDA-design silicon detector arrays. These were
placed downstream of the target at 19 and 62 cm.

Analysis of the data is ongoing. Various inconsis-
tencies in calibration data have been resolved, and the
data from the near detector are ready to be subjected
to an R-matrix analysis. Progress on data from the far-
ther detector is likewise expected. A multi-channel R-
matrix code appropriate for the analysis of these data
has been successfully developed at TRIUMF to sup-
port another experiment (Expt. 879) and is expected
to be employed soon.

Experiment 929
Toward radon electric dipole moment measure-
ments at ISAC
(T.E. Chupp, Michigan; C. Svensson, Guelph;
J.A. Behr, M. Pearson, TRIUMF)

As a precursor to measurements of time-reversal vi-
olating electric dipole moments, Expt. 929 began tests
of manipulating radioactive xenon beam in August. We
demonstrated transfer of 40% of the ISAC beam into
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Fig. 84. Side view schematic of Expt. 929 test set-up at
the GP2 station.

the form of xenon atoms in a mock-up of an eventual
EDM cell.

The method is demonstrated in Fig. 84. We stop
a 120Cs beam from the ISAC surface source in a thin
foil catcher. We irradiate for two half-lives of the 120Xe
daughter, isolate the system, and heat the catcher by
direct current to release the Xe. We freeze it onto a
cold finger at LN2 temperature. Then we isolate this
section, warm up the cold finger, and push the Xe
efficiently into the cell with a burst of 1 atm of ni-
trogen buffer gas. The activity was monitored at all
stages by Ge detectors. The cryogenic and gas push
techniques are being written up for publication. Dif-
fusion constants of xenon in platinum, tantalum, and
zirconium foils were also measured and are shown in
Fig. 85 and being prepared for publication. The control
system, vacuum system, and diffusion measurements
formed the senior thesis of Tim Warner of SFU.

These techniques should be applicable to radon
atoms once they are available at ISAC.

Fig. 85. Diffusion of Xe in Pt, Ta, and Zr foils.

Experiment 947
Evaluation of the competition beween single-
step and multi-step γ decay in the 12C(12C,γ)
reaction
(D. Jenkins, York)

Heavy ion radiative capture

Experiment 947 is intended to answer long-
standing questions concerning the possibility of
molecular-like configurations in nuclei. The 12C+12C
system has long been regarded as the exemplar of the
nuclear molecule hypothesis. Anomalous structures in
the elastic and inelastic scattering of 12C+12C were
explained in terms of the occurrence of short-lived
molecular configurations. The heavy ion radiative cap-
ture reaction, 12C(12C,γ) affords another perspective
on the molecular hypothesis. Sandorfi and Nathan
[Phys. Rev. C24, 932 (1981)] found that this reac-
tion was strongly resonant with a total capture cross
section of less than 1 µb (see Fig. 86). They em-
ployed a large single-crystal sodium iodide detector
to observe capture to the first few low-lying states
in 24Mg. This decay mechanism was attributed to
a coupling to the GQR strength in 24Mg. Due to
pile-up of low-energy γ-rays in the NaI detector, it
was not possible to answer the important question
of whether a substantial proportion of the capture
decay might be mediated through high-lying door-
way states in 24Mg. This is especially topical as these
doorway states are likely to be highly deformed since
they are intermediate between the molecular-like entry

Fig. 86. Excitation functions for 12C(12C,γ) measured by
Sandorfi and Nathan.
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state and the well-deformed ground state of 24Mg.

Ongoing research

We have reopened the issue of heavy ion radiative
capture with a series of measurements using the Gam-
masphere array of HPGe detectors at Argonne Na-
tional Laboratory. These measurements strongly sug-
gest that multi-step decay is, indeed, the predominant
mechanism and that the total capture cross section is
significantly larger than was previously believed. These
studies, however, were complicated by the very poor ef-
ficiency of the Gammasphere array for the high energy
(10–20 MeV) γ-rays involved in the capture mecha-
nism.

Role of DRAGON

The unique combination of the DRAGON separa-
tor and its associated BGO detector array allows us to
explore the full phase space for the decay mechanism
by detecting the high energy capture γ-rays in coinci-
dence with 24Mg fusion residues. In order to perform
these measurements, a solid target mechanism was de-
signed and built for installation at the target position
of DRAGON. An initial week of data was taken in
November, at a beam energy corresponding to the res-
onance previously observed at a centre-of-mass energy
of 8.0 MeV (see Fig. 86). It was possible to cleanly
separate and identify 24Mg residues at the focal plane.
Moreover, high energy γ-rays were detected in coinci-
dence with these residues. It should be noted that the
recoil kick imparted by the high energy γ-rays means
that depending on the angle of emission, only a frac-
tion of the residues make it into the acceptance of the
separator. This effect is qualitatively understood and is
presently being modelled using the Monte Carlo mod-
elling package, GEANT. This will allow absolute cross
sections for the different decay pathways to be obtained
from the observed γ-ray coincidences.

Future plans

The initial measurements have been very promising
and it is planned to run for a further two weeks in early
2004, when we hope to cover lower energy resonances
in the 12C+12C system.

Experiment 948
Proton and neutron radiation effects in silicon-
on-insulator and bulk-silicon devices
(J.R. Schwank, Sandia National Laboratories)

Introduction

The primary goal of these experiments was to in-
vestigate proton radiation-induced effects on silicon-
on-insulator and bulk-silicon devices for space appli-
cations. The proton energy range available at TRI-
UMF (∼20 to 500MeV) is well matched to the en-
ergy spectrum of protons in space. The experiments

were divided into four main tasks: 1) the investi-
gation of proton-induced single-event effects in ad-
vanced SRAMs, 2) investigation of the effects of
proton-induced displacement damage on the single-
event latchup rate, 3) evaluation of TRIUMF’s neutron
source capability for simulating the terrestrial neutron
environment, and 4) determination of the optimum
laboratory radiation source for simulating the space
environment.

Single-event effects

One of the most detrimental effects of the natural
space environment on electronics is single-event effects
(SEE). In memory circuits, information is stored at
nodes in a circuit. If a high-energy heavy ion strikes a
circuit node, it can create sufficient charge in a tran-
sistor to change the state of the node and cause false
information to be stored. This type of failure is a non-
destructive soft error and is known as a single-event
upset (SEU). In addition to heavy ions, protons and
neutrons can also cause single-event upset.

This year at TRIUMF, we performed several ex-
periments investigating proton and neutron induced
SEE in silicon-on-insulator and bulk-silicon ICs. Pro-
ton experiments were performed to investigate proton-
induced SEE in advanced SRAMs. We also investigated
the dependence of single-event upset cross section on
angle of incidence by comparing front versus back-
side exposure. Neutron experiments were performed
to evaluate TRIUMF’s newly developed neutron ca-
pability as a source for investigating the effects of ter-
restrial neutron exposure on commercial ICs. We also
performed proton experiments to investigate the effects
of proton-induced displacement damage and total-dose
effects on the single-event latchup rate in SRAMs.

Space does not permit showing all of the test re-
sults. Two of the interesting studies are described here.

Evaluation of TRIUMF’s neutron facility (TNF)

The TRIUMF neutron facility (TNF) comprises
one of the neutron channels located at the high power
beam dump. At this dump typically 100–150 µA
of 450–500 MeV protons are stopped after passing
through meson and isotope production targets. A track
with a pulley system was installed in a vertical access
channel to allow measurement instrumentation to be
lowered to neutron beam level. Devices to be tested or
activation foils are mounted on a trolley plate, which
can be accurately placed in the beam.

To confirm the suitability of the TRIUMF neutron
irradiation facility for terrestrial cosmic ray soft error
rate (SER) characterization, 5 different SRAM types
were irradiated that had previously been characterized
at the Los Alamos National Laboratory Weapons Neu-
tron Research (WNR) facility.
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Fig. 87. Neutron-induced SER in 1.5/3.3 V 6T full CMOS
1 Mbit SRAMs from manufacturer A’s 0.16 µm process as
a function of power supply voltage. Ground-level FIT rates
are shown for New York City.

Figure 87 shows the measured SER in 6T CMOS 1
Mbit SRAMs from manufacturer A’s 0.16 µm process
as a function of power supply voltage. The TRIUMF
data are in reasonably good agreement with previous
WNR tests, but appear to be systematically 10–30%
lower than the SER calculated from the WNR data.

In contrast to the WNR neutron spectrum, the
continuous neutron spectrum in the TNF includes a
contribution from thermal neutrons. It has previously
been shown that some ICs are sensitive to thermal neu-
trons, especially those whose construction incorporates
boron-10. In Fig. 88, the neutron-induced SER in a 5
V 4 Mbit SRAM from a third manufacturer is plot-
ted as a function of power supply voltage. Previous
experiments have shown that this SRAM is sensitive
to thermal neutrons. Data were taken at TRIUMF us-
ing both the unmoderated spectrum, and with a sheet
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Fig. 88. Neutron-induced SER vs. power supply voltage
in 5 V 6T TFT-load 4 Mbit SRAMs from manufacturer C.
The WNR data were multiplied by 0.75 to match the TRI-
UMF data. Note increased SER at low power supply due
to thermal neutron contribution in unmoderated TRIUMF
spectrum.

of cadmium covering the SRAMs to remove all ther-
mal neutrons. At low supply voltages, the unmoderated
TRIUMF data lead to a calculated SER about a factor
of two higher than with the cadmium sheet, indicating
a significant enhancement in SER due to thermal neu-
trons at these voltages. In contrast, data taken with
the cadmium sheet in place match the scaled WNR
data at all voltages, indicating successful removal of
the thermal neutron flux.

Total dose hardness assurance

The energetic electrons and protons of the space
environment will generate radiation-induced charge in
the gate and field oxides of bulk-silicon and silicon-
on-insulator (SOI) devices. This charge buildup can
cause parametric and/or functional failure of ICs. Re-
cent works have demonstrated that proton degrada-
tion is more accurately simulated by X-ray irradiation,
over a wide range of proton energies. Similarly, Co-60
gamma degradation was also shown recently to match
electron degradation. This raises concerns about what
laboratory source is best for qualifying bulk-silicon and
SOI devices for space environments.

The work that we performed this year at TRIUMF
culminates a three-year effort to determine the opti-
mum laboratory radiation sources for qualifying bulk-
silicon and SOI devices for space environments.

The samples were irradiated with 10 keV X-rays,
Co-60 γ-rays, 41.4 MeV protons, and 1 MeV electrons,
in the ON bias configuration (VG = 5 V). During to-
tal dose irradiation, radiation-induced positive charge
builds up in the field oxide. This charge buildup can
turn on the lateral parasitic transistor structure, re-
vealed by an increase in leakage current (drain current
at VG = 0 V). The results are displayed in Fig. 89,
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Fig. 89. Radiation-induced increase in leakage current
(drain current at VG = 0 V) versus total dose, for non-
hardened bulk-Si transistors irradiated with 10 keV X-rays,
41.4 MeV protons, Co-60 γ-rays, and 1 MeV electrons. The
transistors were irradiated with ON bias configuration.
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where the increase in leakage current of the bulk-silicon
transistors is plotted for the different radiation sources.

For the different technologies investigated here, the
total dose degradation caused by protons with ener-
gies up to 200 MeV is well simulated by 10 keV X-ray
irradiation, and the total dose degradation caused by
1 MeV electrons is well simulated by Co-60 γ-ray irra-
diation.

This work has been published in IEEE Trans. Nucl.
Sci. 50, 2310 (2003).

Experiment 952
A new measurement of 12C(α,γ)16O reaction
(L. Buchmann, TRIUMF)

The 12C(α,γ)16O reaction determines the ratio of
oxygen to carbon in the universe, among other things.
Yet it is one of the remaining reactions in nuclear as-
trophysics of high relevance which is rather poorly de-
termined. The reason is that there are no compound
states of natural parity in 16O at the energies corre-
sponding to quiescent helium burning. In fact, there is
a complex mixture of ground state and cascade transi-
tions of different types.

The difficulty in determining this cross section so
far has been the complexity of extrapolation combined
with the overall low cross sections. In measurements
of the emanating γ-rays considerable backgrounds are
also encountered. In Exp. 952 it has therefore been
proposed to measure both recoil particles and γ-rays
in coincidence with the DRAGON facility at TRIUMF.
Given acceptance restrictions of DRAGON, we decided
to measure the high energy region first, roughly defined
as energies above the first 4+ state at E = 10.36 MeV.
At these energies the cross section of the cascade tran-
sition into the E = 6.9 MeV state, which is a sub-
threshold state important for determining the reaction
rate, is directly proportional to the α strength of that
6.9 MeV state [Buchmann, Phys. Rev. C64, 022801(R)
(2001)]. In addition, the transition to the ground state
is most likely of pure E2 nature, contrary to lower en-
ergies, where the E1 transition is dominant.

We have made runs in April/May and November.
We covered energies from 0.75 MeV/u to 1.5 MeV/u (E
= 2.25–4.5 MeV). In summary, we made the following
observations:

• The recoil spectra are free of background. As an
example, Fig. 90 shows the single recoil and the
coincidence γ spectrum of the 1.07 MeV/u 4+

resonance.
• The 12C beam current which can be delivered

by using a carbon stripper is marginal (about
50 pnA), still big enough though to obtain events
at the lowest measured energy. However, the data
require information about angular distributions

and fits to cascade data, i.e. acceptable statisti-
cal accuracy.

• The acceptance of DRAGON is challenged for
the present configuration given the recoil an-
gle involved in the 12C(α,γ)16O reaction. We
found, however, sextupole polarities to be cor-
rected and a more symmetric tune which, as tests
have shown, delivers full transmission through
DRAGON at higher energies.

• The angular recoil distribution for the ground
state shows up very nicely in the energetic dis-
tribution of the recoil particles and thus delivers
this crucial angular distribution with far better
resolution than can be obtained from the BGO
array of DRAGON.

• There is clear evidence for a cascade transition
to the Ex = 6.05 MeV state in 16O (see Fig. 91
for an example spectrum).

• Between the first and second 4+ resonance cas-
cade transitions are clearly dominant.
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Fig. 90. Upper panel: Single recoil spectrum in E =
3.2 MeV resonance. Lower panel: γ spectrum gated by the
recoil events of the upper panel. A fit to the cascade decay
over the 6.9 MeV state is also shown.
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Fig. 91. Recoil gated γ-spectrum taken at 1.28 MeV/u and
fit to its components. The primary transition to the 6.05
state is visible at 4.95 MeV.

Recently it has been demonstrated that the energy
of the ISAC-DTL can be increased for a 12C beam to
1.83 MeV/u. This will allow us to cover the Ex=12.440
MeV 1− resonance which has a strong ground state E1
transition with its characteristic angular distribution
centred around 90◦. This will provide an acceptance
test and a possible confirmation of our GEANT calcu-
lations of DRAGON which are in progress.

Experiment 955
Study of the β-decay of 32Na
(F. Sarazin, Colorado School of Mines; G. Hackman,
TRIUMF)

The structure of stable and long-lived nuclei is well
understood in terms of the traditional magic num-
bers (2, 8, 20, 28, 50. . . ) corresponding to large gaps
in single-particle energy levels of nucleons in realis-
tic mean-fields including a spin-orbit interaction. The
evolution of shell closures far from stability is, how-
ever, a subject of much debate [Werner et al., Phys.
Lett. B335, 259 (1994); ibid., Nucl. Phys. A597, 327
(1996)]. For example, a breaking of magicity has al-
ready been observed at the N = 20 shell closure, where
an “island of inversion” in shell ordering has been
shown to exist [Orr et al., Phys. Lett. B258, 29 (1991);
Warburton et al., Phys. Rev. C41, 1147 (1990); Re-
tamosa et al., Phys. Rev. C55, 1266 (1997)]; more
recently this has been seen at N = 28 for neutron-
rich nuclei [Sarazin et al., Phys. Rev. Lett. 84, 5062
(2000)]. While understanding the apparent weakening
or disappearance of the traditional shell closures far

from stability is a challenge for nuclear structure, it
also has very important implications in nuclear astro-
physics, as it will significantly affect the path of the
r-process. In this context, a proposal for this experi-
ment was submitted to the EEC in 2002 to probe the
shell structure with β- and β-delayed γ-spectroscopy at
ISAC/TRIUMF. The first nucleus studied was 32Na,
which β-decays to 32Mg, a key N = 20 nucleus. The
main goal of this experiment was to resolve some dis-
crepancies observed in the 32Mg level scheme. Two
beam time periods (August 17–20 and October 8–17)
in 2003 were allocated for the study of the β-decay of
32Na.

The 32Na beam was extracted from a tantalum pro-
duction target and implanted onto a moving tape at
the centre of the 8π/SCEPTAR facility described in
the Experimental Facilities section of this Annual Re-
port. In the course of the experiment, the intensity of
the proton beam impinging the production target was
increased from 40 µA to 50 µA. An estimated 2 32Na
atoms per second was delivered to the 8π. At this very
low rate, the combination of the 8π, SCEPTAR and
tape system has shown its potential to produce very
clean spectra. Several time cycles of the tape system
were used in order to remove, efficiently, the build-up
of the long-lived daughters of 32Na.

γ-ray energy spectra from the first period are shown
in Fig. 92. A significant part of the beam time during
this test period was spent on optimizing ISAC optics
settings. No new γ-ray lines were seen during this pe-
riod. However, it clearly demonstrated the potential of
the experimental set-up for seeing transitions in nuclei
produced with very low yield.

The main data set (October 8–17) is currently be-
ing analyzed. Spectra obtained on-line show some pre-
viously unreported lines in the 32Na spectrum. How-
ever, their placement in a decay scheme requires a more
thorough analysis. A preliminary spectrum is shown in
Fig. 93. The identified lines are transitions known or
believed to originate from the γ-decay of 32Mg follow-
ing the β-decay of 32Na.

This collaboration includes scientists from TRI-
UMF, Colorado School of Mines, McMaster University,
University of Guelph, Queen’s University, Lawrence
Livermore National Lab, Lawrence Berkeley National
Lab, Georgia Institute of Technology, Louisiana State
University, University of Surrey, and University of Vi-
enna.
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Fig. 92. Top: unconditional γ-ray spectrum; bottom: γ-ray spectrum in coincidence with βs detected in SCEPTAR, demon-
strating the resolving power of the experimental set-up.

Fig. 93. (VERY PRELIMINARY) β-decay of 32Na. The identified γ lines correspond to the decay of excited states of 32Mg.
The * sign indicates that the actual 1782 keV transition is part of a more pre-eminent transition coming from a contaminant.
The ? sign indicates a possible new transition in 32Mg.
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Experiment 964
A study of the partial and total cross sections
of the 8Li(α, n)11B at astrophysically relevant
energies
(A. Laird, York; P. Walden, TRIUMF)

The precise measurement of the 8Li(α, n)11B cross
section is an important measurement to know in the
astrophysical sense. This reaction is deemed to play an
important role in initiating r-process nucleosynthesis
in core collapse supernovae, and in the production of
light elements abundances in inhomogeneous big bang
models (IBB). It is one of the few reactions that can
play a key role in spanning the mass 8 gap and as such
should be known and well determined. Cross section
measurements to date have either large error bars or
are conflicting.

The proposed experiment will measure the cross
section directly in a large solid angle ion chamber which
will be constructed. The future chamber has been des-
ignated with the name TACTIC (TRIUMF annular
chamber for tracking and identification of charged par-
ticles). The experiment will be done with reversed kine-
matics using a 8Li RIB beam from ISAC. Both the
production of 11B ions in the ground state and excited
states would be identified. The excited states would
be further selectively defined by a coincidence between
the ion detection and the γ-ray picked off in an array of
gamma detectors surrounding the chamber (the array
will be initially borrowed from DRAGON).

The TACTIC concept is a specially designed cylin-
drical symmetrical ion chamber enclosing a full length
cylindrical target with a larger diameter ion drift re-
gion. The dimensions of the chamber will be approx-
imately 20 cm in length by 10 cm in radius. The size
of the chamber and gas pressure used in TACTIC will
be such that the 11B ions will stop. The ion collectors
will be mounted along the cylinder’s outside radius to
give “l” and “φ” coordinates. Drift time with respect
to the ISAC accelerator rf will give the “r” coordi-
nate. The path of the ion will thus be mapped out.
The signal strength will be proportional to the dE/dx
and will identify the ion type (e.g. 11B or an elastically
scattered α or 8Li). The chamber as designed will not
be just for one specific experiment. It can be used for
other measurements. One experiment of significance
that could use the TACTIC geometry is measurements
of 12C(12C,α)20Ne and 12C(12C,p)23Na fusion which
are key reactions for understanding supernova type Ia
events.

We have been experimenting with GEM signal am-
plification technology and have aquired several samples
of GEM material to this end. A planar GEM chamber
is to be constructed and tested. A cylindrical GEM
chamber will be manufactured for the next stage. A

VME card has been acquired which has a 50 MHz sam-
pling rate. The same card can be used for time and
ADC extraction. Significant progress on the chamber
is expected in 2004.

Experiment 967
Beta decay branching ratio of 21Na
(S.J. Freedman, UC Berkeley-LBNL)

Our recent measurement of the β-ν correlation
coefficient in the beta decay of laser trapped 21Na,
aβν = 0.5243 ± 0.0092, differs by 3.6 σ from the stan-
dard model prediction of aβν = 0.558 ± 0.003 [Scielzo
et al., submitted to Phys. Rev. Lett.]. The uncertainty
in the decay branching ratio to the excited state of
21Ne (5/2+) is the largest systematic uncertainty in
the measurement.

The current accepted value of the branching ratio
is 0.0502(13). This is in agreement with shell model
estimates of 0.05(1), but there are large disagreements
among previous measurements (see Fig. 94). The re-
sulting systematic uncertainty in the 21Na experiment
is 0.7% in aβν . Reducing the uncertainty in the branch-
ing ratio by a factor of 3 to a relative uncertainty of
1% will allow us to determine the β-ν correlation more
accurately.

All previous measurements of the branching ra-
tio used the ratio of 350 keV γ-rays which tag
21Ne (3/2+ → 5/2+) to 511 keV γ-rays which tag
all 21Na → 21Ne decays. They suffered from the pres-
ence of β+ emitting contaminants. We are working on
a different approach, taking advantage of recent de-
velopments in radioactive beams. The ISAC facility at
TRIUMF is used to obtain a pure 21Na beam with
<0.1% contaminants. The technique counts individ-
ual accelerated 21Na ions stopped in a thin scintillator
and compares the particle number to the number of
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Fig. 94. Previous measurements of 21Na decay branching
ratio to the excited state of 21Ne.
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350 keV γ-rays detected by a calibrated high purity
Ge detector. The beam count rate of 105–106 ions/s
is used to prevent pile-up. A total of 109 particles on
target is required to reach the proposed sensitivity.

During the 2003 run, a plastic scintillator (BC-422)
of 100 µm thickness was used. The rate of degradation
of this scintillator due to radiation damage was unac-
ceptably high. For the next run, we will use a YAP:Ce
crystal scintillator which has been measured to have
a higher radiation damage threshold by a factor of
roughly 100 for γ-rays. A recent test at the LBNL
88 in. cyclotron using stable Na beam at similar en-
ergies of 1 MeV/u indicates that YAP:Ce is roughly
30 times more durable to heavy ion radiation damage
than BC-422, and the damage will be limited for the
dose required by this experiment (see Fig. 95).

Experiment 968
Ortho-para effect of muon catalyzed fusion in
liquid deuterium; R&D of fusion neutron de-
tection
(H. Imao, N. Kawamura, K. Nagamine, KEK)

The high resonant formation rate of ddµ in con-
densed deuterium has been one of the biggest prob-
lems in muon catalyzed fusion in pure deuterium (dd-
µCF). In order to solve this problem, a detailed under-
standing of the behaviour of muonic atoms and muonic
molecules in condensed deuterium is necessary. Espe-
cially, the study of the ortho-para effect on µCF in
condensed deuterium can provide much information
to reveal the effects in condensed matter. However,
the experimental study of the orhto-para effect on dd-
µCF was carried out only in a solid [Toyoda et al.,
Phys. Rev. Lett. 90, 243401 (2003)]. The experimental
ortho-para effect shows the opposite tendency against
recent theoretical predictions. A futher investigation

on the ortho-para effect in a wide temperature range
can throw light on µCF phenomena. The aim of Expt.
968 is the observation of the dependence of the molecu-
lar formation rate and the hyperfine transition rate on
the ortho-para states of deuterium in liquid and solid.
To reach this goal, we have to obtain the time distribu-
tion of fusion neutrons for each state. The R&D of the
fusion neutron detection system was performed with
liquid normal deuterium at 19 K in November.

The experiment was performed on beam line M9B
at TRIUMF. Our experimental set-up consists of
the target cell in the vacuum chamber, the muon
beam counters, neutron detectors, electron counters,
a continuous-flow liquid cryostat and a gas handling
system (GHS). The schematic view of our experimen-
tal set-up is shown in Fig. 96. The target cell was a
cylindrical copper (2 mm thick) container, 30 mm in
diameter, 30 mm in length and with a volume of 20 cc
filled with liquid deuterium. Deuterium target status
was monitored by measuring temperature and vapour
pressure. In this run, we controlled the temperature of
the liquid deuterium target at 19 K. The target gas
was prepared by GHS, which is connected to the tar-
get cell. We used only normal deuterium gas, and the
ortho-para conversion system was not used in this run.
A µ− beam was injected into the liquid target through
the three collimators, of which the inner diameters were
φ50mm, φ30mm and φ25 mm, respectively.

The muon incoming signal was created by the coin-
cidence of the signals of two muon beam counters (B1,
B2). A 60 MeV/c µ− beam was used in the November
run. One of the other detector signals coincident with
the muon beam makes an event trigger and opens a
10 µs gate for data-taking. In order to eliminate the
pile-up, the following condition is required: no muon
incoming 10 µs before the event trigger, no subsequent
muon incoming during 10 µs event gate. This condi-
tion reduces the background and suppresses distortion
of the time spectra due to pile-up.

Muon decay electrons were detected by four pairs
of plastic scintillation counters (E1–E8) placed around
the target in order to determine the muon’s top-
ping distribution. E1–E4 counters had a φ5.5 cm
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Fig. 96. Cross-sectional view of the experimental set-up in
the November run.
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hole at the centre for the muon entry. The timing
and pulse height of coincidence signal from each pair
of counters were recorded. As a neutron detector, φ2
in. × L2 in. NE-213 viewed by a photo-multiplier
(Hamamatsu H1161) was used. NE-213 was chosen for
its pulse shape discrimination properties. We placed
two neutron detectors (N1, N2) at 10 cm from the
target perpendicular to the µ− beam. Charge-veto
for neutron detection was not necessary because of
the perpendicular position. For discrimination between
gammas and neutrons, a pulse shape analyzer (Ortec
PSA552) and a delay line amplifier (Ortec DLA460)
were adopted. The time difference of the output sig-
nals from the DLA module, which reflects the pulse
shape, was recorded. The energy scale of the neutron
detector was calibrated by the Compton edges of two
gamma sources (60Co and 137Cs).

The method for analysis of neutron data is essen-
tially the same as Knowles’ method [Knowles et al.,
Phys. Rev. A56, 1970 (1997)]. The neutron events
consist of fusion neutrons, nf , capture neutrons, nc,
and neutrons from ambient background, nz. In order
to obtain the fusion neutron spectra, the pulse-shape
discrimination gate, the pulse-height cut, and the de-
layed electron coincidence condition (del e condition)
with the efficiency εe were demanded. The pulse height
window was chosen as 0.4–0.7 MeV electron energy
scale (Fig. 97). The del e condition was satisfied if the
muon decay electron was detected between 0.2 and 5.0
µs after the time of a candidate of fusion event. The
time window efficiency includes the detector solid an-
gle, Ωe, as given by

εe = Ωeλ0

∫ 5 µs

0.2 µs

dτe−λ0τ .

The raw neutron spectra, nr, and del e spectra, ndel e

are given by
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Fig. 97. Pulse height spectra without (A) and with del e
condition (B) and accidental neutron spectra (C) in the
deuterium target run. A pulse height cut was chosen, se-
lecting events between the solid vertical lines.

nr = nf + nc + nz,

ndel e = εenf + εanr

+
(

Ωeλ◦
∫ t+5.0 µs

t+0.2 µs

dτ Θ(τ − t0)e−λ◦(τ−t0)

)
nz ,

where εa is accidental efficiency. The del e condition
strongly suppressed capture neutron background. As a
result of these demands, the overall background was
reduced to 10% for the fusion neutron measurement.
Remaining background consists mainly of capture neu-
trons due to muon stops in the target cell.

Figure 98 is typical fitting results of neutron
time spectra. The resonant ddµ formation rate
and hyperfine transition rate are determined to
be λ̃3/2 = 2.6±0.1(stat.)±0.2(syst.) and λ̃3/21/2 =
32.0±1.3(stat.)±0.3(syst.), which are consistent with
other recent measurements [Demin et al., Hyp. Int.
101/102, 13 (1996)]. The muon loss rate by muon
transfer process to impurities in the deuterium tar-
get was negligible in this run. This fact shows that
some frozen impurities are deposited at the bottom in
the liquid state target, and thus suppress the muon
transfer process to the impurities. In the analysis,
the empirically-based non-resonant molecular forma-
tion rate was used; λ1/2 = 0.044±0.005 [Scrinzi et al.,
Phys. Rev. A47, 4691 (1993)]. In order to determine
the absolute value of molecular formation rates, the
calculations for the neutron detection efficiency and
the muon stopping number in the deuterium target are
performed.

Measurement of time distribution of fusion neu-
trons was carried out in liquid deuterium at 19 K. The
results show that our neutron detection system can ob-
serve a few per cent difference of λ̃3/2 and also λ̃3/21/2

between ortho-rich and normal deuterium within our
requested beam time. Toward the ortho-para experi-
ment in August, 2004, many studies of ortho-para con-
version are being promoted.
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Fig. 98. Typical fitting results of time distribution of fusion
neutrons with the accidental background subtracted.
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Halo neutrons and the β-decay of 11Li
(F. Sarazin, Colorado School of Mines/TRIUMF)

The structure of 11Li, a 9Li core surrounded by two
distant neutrons (the so-called halo), has been the sub-
ject of intense studies. In particular, the β-decay of 11Li
is expected to shed light on how the weak interaction
affects (and is affected by) the two neutrons composing
the halo.

In August, 2002, the β-decay of 11Li was investi-
gated at TRIUMF-ISAC with the 8π spectrometer, an
array of 20 Compton-suppressed germanium detectors.
11Li was produced by bombarding a 22 g/cm2 Ta foil
with a 500 MeV proton beam. A pure 30.4 keV 11Li
beam of about a thousand ions per second was ex-
tracted by surface ionization from the target and im-
planted into a 0.2 mm thick Al foil at the centre of the
γ-detector array. A total of 8.1 M γ singles and γ-γ
coincidence events were collected over a 2.5 day period
(see TRIUMF 2002 Annual Report).

Most of the β-decay strength is observed to proceed
through unbound states in 11Be, which subsequently
decay by one-neutron emission to 10Be. This results in
the observation of a γ-spectrum dominated by the de-
cay of the excited states in 10Be. As shown in Fig.
99, these transitions exhibit characteristic Doppler-
broadened lineshapes.

A Monte Carlo simulation has been developed to
analyze the complex shape of the γ-lines observed
in this experiment. The lineshape of a given γ-peak
mainly depends on the energies, widths and relative
intensities of all the neutron branches feeding, directly
or indirectly, the state from which the transition arises,
and on the lifetimes of the excited states in 10Be in-
volved before the transition occurs due to the slowing
down of the recoils. The lineshape of the peaks can also
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Fig. 99. Compton suppressed γ-spectrum following the
β-decay of 11Li. Only the relevant parts that contain the
γ transitions observed in 10Be and in 11Be are shown (room
background subtracted).
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Fig. 100. Decay scheme of 11Li deduced from this work.
The energies of the two first excited states in 10Be are the
published values. All transitions are labelled with γ-ray in-
tensities, normalized to the 3367 keV transition (100).

be affected by the angular correlation between the re-
coil and the γ-ray. The detailed β-decay scheme of 11Li
obtained from this experiment is shown in Fig. 100.

In this report, we present the conclusions of the
lineshape analysis. A more detailed description of the
procedure is presented in the upcoming publication
[Sarazin et al. (submitted to Phys. Rev. C)]. The line-
shape analysis of the 2896 keV transition originating
from the 2− state and of the 2812 keV transition orig-
inating from the second 0+ state is fairly straightfor-
ward as no angular correlation between the recoil and
the γ-ray is expected. This arises from the fact that the
2− state is believed to be fed mainly by a �=0 neutron,
whereas the γ-ray emission from a 0+ state is naturally
isotropic. The remaining free parameters are the en-
ergy of the given transition, the energy of the neutron
that gives rise to the observed Doppler broadening and
the half-life of the state of origin. We find that the line-
shape of the 2896 keV transition is best described by a
neutron originating from the 8.81(4) MeV state in 11Be
and a half-life for the 2− state of 85(6) fs, whereas the
lineshape of the 2812 keV transition is best described
by a neutron originating from the 8.03(7) MeV state
in 11Be and a half-life for the 0+ state of 871+75

−70 fs.
No need was found to add any other neutron branch
to fit the experimental lineshapes of both these tran-
sitions. The analysis unambiguously confirms the exis-
tence of the 8.03 MeV state suggested once [Aoi et al.,
Nucl. Phys. A616, 181c (1997)], but not confirmed. It
also shows that the uncertainties in the energy deter-
mination of the states in 11Be in this experiment are,
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remarkably, as small as those obtained from neutron
spectroscopy experiments.

The analysis of the transitions originating from the
(1−,2+

2 ) doublet states is more complex as it involves
the indirect feeding from the 0+ state and the feeding
of the 2+

2 state implies a �=1 neutron inducing possible
angular correlation effect. We find that the lineshapes
of the 2590 keV and of the 5958 keV transitions are a
composite of, at least, 3 different contributions. Beside
the indirect contribution of the 0+ state to the line-
shape, we show that two different neutron branches,
from the 8.03 MeV and the 8.81 MeV states in 11Be,
feeding the 2+

2 state are required to obtain the best fit
of both transitions. Although it is not possible to rule
out a (small) direct neutron feeding of the 1− state,
the best fits are obtained without the need to include
one. A limit on the half-life of the 2+

2 state was deter-
mined to be 30<T1/2<160 fs. It is not possible to get
a better determination with the present data because
of the strong correlation between the half-life and the
angular correlation parameter A2.

The best fits for the four discussed transitions are
shown in Fig. 101.

It has been suggested that if the β-decay of a halo
nucleus takes place within its core, then it is possible
for the halo wave function to retain its features af-
ter the β-decay, even though the core may now have
a rather different structure. In this work, we show
that two possible halo-like (1n) configurations in 10Be,
namely the 2− and 2+

2 excited states, are fed by the β-
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Fig. 101. Comparison between the experimental data and
the best-fit obtained by the Monte Carlo simulation (black
line). For the transitions involving the (1−,2+

2 ) doublet, a
breakdown of the 3 contributions discussed in the text is
also shown.

delayed neutron emission of 11Li through the 8.81 MeV
excited state in 11Be. This excited state is strongly
populated by 2n-transfer reaction and has been un-
ambiguously shown recently to be the main excited
state involved in the β-delayed two-neutron emission
of 11Li [Marques, private communication (2003)]. This
strongly suggests that this state has a large overlap
with a 9Be+n+n configuration and that the β-decay
of 11Li to the 8.81 MeV state in 11Be is likely to occur
in the 9Li core, leaving the two original halo neutrons
of 11Li undisturbed. The neutron emission path from
this state is found to be consistent with the emission
of one of the two halo neutrons, the surviving neutron
giving the extended configuration suggested for the 2−

and 2+
2 states in 10Be.

LANSCE Experiment NPDGamma
Measurement of the parity-violating gamma
asymmetry Aγ in the capture of polarized cold
neutrons by para-hydrogen, �n + p → d + γ
(S.A. Page, W.D. Ramsay, Manitoba)

Introduction

In this experiment at the Los Alamos Neutron Sci-
ence Center (LANSCE), a beam of polarized cold neu-
trons is directed on a liquid hydrogen target where neu-
trons are captured via the �np → dγ reaction. The γ-
rays produced are expected to be emitted slightly more
in the direction opposite to the neutron spin. Such an
asymmetry is parity violating and is a signature of the
weak nuclear force. The capture reaction is dominated
by the long range part of the nuclear force, and the
parity violating up-down asymmetry Aγ ≈ −0.11fπ

provides a clean measure of the weak pion-nucleon cou-
pling, fπ. (Some authors quote Hπ = fπ

gπ√
32

, where
gπ is the strong pion-nucleon coupling.) Despite sev-
eral decades of intense experimental and theoretical
effort, the strength of fπ is still a mystery. The most
precise limit on fπ alone is believed to be from mea-
surements of circularly polarized γ-rays from a parity
mixed doublet in 18F. These results, however, indicate
a coupling constant consistent with zero, in contrast
to a relatively large value implied by measurements of
the anapole moment of 133Cs via atomic parity viola-
tion. The np system is the only two nucleon system
that is sensitive to the weak meson-nucleon coupling
f1

π and, unlike the 18F and 133Cs results, can provide a
clean measurement free of nuclear structure uncertain-
ties. The best published �np → dγ result, from a mea-
surement at ILL Grenoble, is Aγ = (6 ± 21) × 10−8,
which is not accurate enough to impose a significant
constraint. Advances in techniques for producing high
intensity beams of polarized, cold neutrons now make
possible for the first time a measurement of Aγ and
hence f1

π to within 10% of model predictions.
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The �np → dγ collaboration involves 13 institutions,
with Canadian collaborators from the University of
Manitoba, and infrastucture support from TRIUMF.
The authors of this report, S.A. Page and W.D. Ram-
say, have taken responsibility for precision monitoring
of the neutron beam flux, and have designed a new
current mode beam monitor that was tested success-
fully in the fall of 2001 at LANSCE. Three additional
beam monitors based on this new design have now been
constructed for the experiment. In 2002, we expanded
our role, with vital infrastructure support from TRI-
UMF, to include design and construction of an inte-
grated stand for the gamma detector array and liquid
hydrogen target with remote position control for cali-
bration of the effective detector alignment in situ. This
procedure requires that the entire one-tonne detector
array be moved accurately in the vertical and horizon-
tal directions by up to ±5 mm. The required stand
and motion control system was designed at TRIUMF,
constructed at the Manitoba and TRIUMF shops, and
is now undergoing final testing at Los Alamos. TRI-
UMF has also designed custom VME modules that
permit the gain of each of 48 detector channels to be
adjusted under computer control. One prototype is at
Los Alamos for testing and 6 more will be fabricated at
TRIUMF in 2004. We have engaged an M.Sc. student
from the University of Manitoba who will do his the-
sis work on the commissioning run in 2003–4. A TRI-
UMF Co-op student has contributed to aspects of the
detector package assembly, and a University of Mani-
toba NSERC USRA award holder worked on magnetic
shielding and preparations for the new experimental
cave during the summer of 2003. The Canadian group
will also work on commissioning of the apparatus and
diagnosis and minimization of systematic errors. The
experimental cave is due to be completed in January,

2004, followed by a commissioning run early in 2004
and a first phase of data taking at LANSCE in late
2004.

Apparatus

The basic requirements of the experiment are an
intense source of polarized cold neutrons, a liquid para-
hydrogen target, a high-efficiency, large solid angle γ-
ray detector, and a means of reversing the spin of the
neutron beam with minimal effect on other beam prop-
erties. At LANSCE, the neutron beam is produced by
an 800 MeV proton beam pulsed at 20 Hz impinging on
a tungsten spallation target; MeV neutrons emerging
from the target are cooled in a liquid hydrogen mod-
erator and transported via a supermirror guide to the
experimental apparatus (Fig. 102), where they emerge
with a time of flight distribution indicated in Fig. 103.
The supermirror guide enhances the total neutron flux
in the desired energy range (0–15 meV) by about a
factor of 3 with respect to the Maxwellian distribution
of neutrons emerging from the moderator. The pulsed
beam enables the neutron energies to be determined
from their times of flight.

Neutrons are polarized in the vertical direction by
selective transmission through a polarized 3He gas cell
which acts as a spin filter, producing the energy de-
pendent polarization spectrum indicated in Fig. 103
(top). The neutron beam intensity is measured with a
current mode 3He ionization chamber (Fig. 103, bot-
tom) mounted on the end of the neutron guide. The
transmission of the 3He polarizer cell is measured with
a similar device mounted immediately downstream, to
provide an on-line measurement of its polarization and
hence that of the neutron beam. A resonant rf spin
flipper reverses the neutron spin every beam pulse ac-
cording to a +−−+−++− reversal pattern, cancelling

Fig. 102. np → dγ experimental apparatus at LANSCE.
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Fig. 103. Top: Predicted cold neutron beam flux and po-
larization. Bottom: neutron time-of-flight distribution mea-
sured by a dc coupled 3He ionization monitor (frame over-
lap, the 1/v dependence of the capture cross section, and
Bragg edges of Al beam windows account for the difference
between top and bottom figures).

systematic drifts to second order. A uniform vertical
guide field, B◦ = 10 G, preserves the neutron beam
polarization as it is transported to the liquid hydrogen
target; field uniformity at or below the 1 mG/cm level
is essential for optimum performance of the 3He po-
larizer cell, the rf spin flipper, and to avoid systematic
errors due to the Stern-Gerlach effect.

It is important that the ortho-hydrogen fraction
in the target be kept low (∼0.05%). Low energy neu-
trons depolarize rapidly in ortho-hydrogen, while those
below 15 meV retain their polarization in a para-
hydrogen target. To monitor the ortho-hydrogen con-
tent, a third beam monitor positioned downstream of
the target will provide on-line monitoring of the target
transmission and hence a measure of the ortho:para ra-
tio, since the neutron cross sections for the two species
are markedly different.

The 2.2 MeV γ-rays from neutron capture in the

target are detected with an array of 48, (15 cm)3

CsI(Tl) crystals read out in current mode by vacuum
photodiodes coupled via low noise I-V preamplifiers
to transient digitizers. The time-of-flight information
from the CsI detectors allows the γ-ray asymmetry Aγ

to be deduced as a function of incident neutron energy;
Aγ should be constant, but the experimental asymme-
try ε = PnAγ will reflect the energy dependence of
the beam polarization from Fig. 103. A beam chopper
eliminates frame overlap and provides for a beam-off
background measurement at the end of each pulse, al-
lowing us to measure the contribution of γ-ray asym-
metries from beta decays of polarized nuclei produced
by interactions of the beam with materials upstream of
the hydrogen target. The expected NPDGamma asym-
metry is Aγ = −5 × 10−8 based on the best available
theoretical predictions, and we ultimately aim to mea-
sure Aγ to ±1× 10−8 or better with systematic errors
less than 5 × 10−10.

Experimental errors

The statistical uncertainty in the measurement of
Aγ is ultimately determined by counting statistics, set
by the beam intensity, the detector solid angle, and
the counting time. The γ-ray detectors and low noise
preamplifiers have been designed to ensure that sources
of instrumental noise are small compared to this limit.
An exhaustive Monte Carlo study of systematic errors
has been ongoing since the preparation of a major DOE
proposal for the experiment in 1998. Care has been
taken to identify all possible sources of error, to mini-
mize the sensitivity of the apparatus, and to work out
a program of ancillary measurements to quantify indi-
vidual error sources. The conclusion of these studies is
that it should be possible, with sufficient beam flux, to
measure Aγ to ±0.5 × 10−8 with systematic errors no
larger than 10% of the statistical error quoted above.

Systematic errors arising from interactions of the
neutron spin are potentially the most serious for the
experiment, including a number of reactions that take
place in the hydrogen target in parallel with the np →
dγ reaction. One particular class of systematic errors
can arise from admixtures of small parity allowed left-
right scattering asymmetries into the up-down angular
distribution via a misalignment of the detector symme-
try axis with respect to the neutron spin direction. To
keep these false asymmetry contributions at or below
the 5 ×10−10 level, we require a means of determin-
ing the detector alignment with respect to the neutron
spin direction to 20 mr or better. This will be accom-
plished by scanning the detector array in x and y by
a few mm with the target in place and measuring the
effective γ yield in each detector as a function of the
array position. As mentioned in the introduction, the
motion control system to accomplish this was designed

85



at TRIUMF and built in the Manitoba and TRIUMF
shops.

Current status and future outlook

Since the NPDGamma proposal was written and
the apparatus funded by the DOE and NSF commenc-
ing in 1999, the upgraded spallation neutron facility at
LANSCE has been brought on line, and a new neutron
guide has been constructed for the experiment. Unfor-
tunately, the present schedule is about a year and a
half delayed, due in large part to a conflict that arose
when the facility installed a large, unshielded, super-
conducting magnet on a neighbouring beam line that
imposed enormous technical challenges in the design
of magnetic shielding for our experiment. This issue is
being addressed with the support of LANL manage-
ment, but a technical solution has not yet been found
that would allow both beam lines to run concurrently.

In the course of developing the experiment, the col-
laboration has dedicated several test runs to character-
izing the apparatus and the neutron flux at LANSCE.
In the 2000 test run [Mitchell et al., Nucl. Instrum.
Methods A (in press) nucl-ex/040109], we mounted a
10% model of the full apparatus, and measured par-
ity violating (PV) asymmetries with Cl, La and Cd
targets. We demonstrated that the model apparatus
reached the error limit imposed by neutron counting
statistics (Fig. 104). In the 2002 test run [Seo et al.,
Nucl. Instrum. Methods (in press)], we measured the
brightness of the new flight path 12 moderator and
confirmed that the first 12 m of the new neutron guide
performed according to design.

We have determined that the physics asymme-
try Aγ can be measured at LANSCE with the full
NPDGamma apparatus to ±4 × 10−4 per pulse with
120 µA proton beam on the spallation target. Our

35Cl Aγ
PV E = 2.5 - 40 meV
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Fig. 104. Histogram of asymmetry values (Aγ = (−29.1±
6.7) × 10−6) from test run on Cl [Mitchell et al., op. cit.]
used to validate our model of statistical errors for the full
experiment.

test measurements have shown that expectations of the
available neutron flux from the upgraded LANSCE fa-
cility (as advertised prior to the upgrade) were too op-
timistic by almost a factor of 4, with roughly equal
contributions from reduced moderator brightness and
reduced production beam current. An additional fac-
tor of 2 in running time for NPDGamma has effec-
tively been lost due to the magnetic interference prob-
lem noted above.

In this context, the collaboration has carefully con-
sidered its options for commissioning and running the
experiment at LANSCE in the near term. The experi-
mental cave is scheduled to become available at the end
of January, 2004. We will install and commission all el-
ements of the apparatus (Fig. 105) with the exception
of the target during the period January–March, 2004,
when we anticipate approximately 8 weeks of beam to
be available for the experiment. Once commissioned,
the apparatus will be used to measure parity-violating
asymmetries from cryostat materials and calibration
targets, which are needed to understand backgrounds
and possible systematic errors in the NPDGamma
measurements. The liquid hydrogen target will be in-
stalled during the 2004 shutdown beginning in March.

We plan for a 1000 hour data run in calendar year
2004–05, which would result in a statistics-limited mea-
surement of Aγ to ±5×10−8, or ±100% of the theoret-
ical prediction based on the value of fπ as estimated by
DDH. This measurement would be a factor of 4 better
than the previous best published result Aγ = (6 ± 21)
×10−8. While this would be a significant achievement,
it falls short of our goals of either measuring or set-
ting a meaningful upper limit on the weak-pion nucleon
coupling that is currently known to be less than 30% of
the best existing theoretical estimates. The compelling

Fig. 105. Complete CsI detector array and spin flipper at
Los Alamos mounted in the upper half of the detector po-
sition control stand designed by TRIUMF and built by the
Canadian group.
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physics case for a precise NPDGamma result merited
recognition in the 2002 NSAC Long Range Plan for
Nuclear Science (US), and the scientific priority of fun-
damental physics studies with cold neutrons has been
confirmed with the approval of a new dedicated beam
line for this work at the Spallation Neutron Source
(SNS), currently under construction.

While the collaboration intends to pursue related
measurements in the future at the SNS, we strongly
prefer to complete the NPDGamma precision measure-
ments on a much earlier timescale. We have informed
the DOE of our desire to move the experiment to a new
beam line at the Oak Ridge facility, HFIR, to pursue a
much higher-statistics measurement than is currently
possible at LANSCE. Conservative estimates indicate
that HFIR could provide an order of magnitude higher
neutron flux in the energy range of interest, and in
addition the available running time per calendar year
would be higher by a factor of 2–5. The new “CG”4
beam line suitable for NPDGamma could be ready as
early as mid-2005, and only a modest capital invest-
ment would be required to adapt the experiment to

the new facility.

Collaborators (spokesman is underlined): C.S.
Blessinger, M. Gericke, G. Hansen, M.B. Leuschner,
G.L. Morgan, H. Nann, W.M. Snow (Indiana Univer-
sity); J.D. Bowman, G.E. Hogan, J.N. Knudson, S.K.
Lamoreaux, G.S. Mitchell, C.L. Morris, S.I. Penttila,
W.S. Wilburn, V.W. Yuan (Los Alamos National Lab-
oratory); R.D. Carlini (Thomas Jefferson National Ac-
celerator Facility); T.E. Chupp, K.P. Coulter, R.C.
Welsh, J. Zerger (University of Michigan); M.S. Dewey,
T.R. Gentile, D.R. Rich, F.E. Wietfeldt (National In-
stitute of Standards and Technology); T. Case, S.J.
Freedman, B. Lauss (University of California, Berke-
ley); S. Ishimoto, Y. Masuda, K. Morimoto (KEK Na-
tional Laboratory, Japan); G.L. Jones (Hamilton Col-
lege); F.W. Hersman, V.R. Pomeroy (University of
New Hampshire); R.C. Gillis, S.A. Page, W.D. Ramsay
(University of Manitoba); E.I. Sharapov (Joint Insti-
tute for Nuclear Research, Dubna); T.B. Smith (Uni-
versity of Dayton); D. Desai, G.L. Greene (University
of Tennessee).
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