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EXPERIMENTAL FACILITIES

Proton and Neutron Irradiation Facilities
(E.W. Blackmore, TRIUMF)

During this year 58 users from 24 different compa-
nies or institutions made use of the proton and neutron
testing facilities at TRIUMF. Of the companies, 8 were
Canadian although some of these companies had sev-
eral testing sessions throughout the year. As for previ-
ous years, the Canadian users are mostly space-related
companies and make use of protons, while the neutrons
are used primarily by foreign companies for avionics
and microelectronics testing. However, a few more US
aerospace companies are starting to use protons for
single event effect testing to compare the results to
neutron measurements for terrestrial applications.
Proton irradiation facility

During the year there were seven scheduled periods
for proton testing on the low energy beam line BL2C
and during the two periods in September and Decem-
ber the high energy beam line BL1B was also available.
Unfortunately a failure of the BL1 extraction probe re-
duced the high energy beam availability in December.

There have been a number of requests for a low flux
neutron beam (103 to 104 neutrons cm−2 s−1) that can
irradiate large devices or systems modules with a uni-
form beam over dimensions of 50 cm by 50 cm. The
September and December periods were used to develop
such a beam on BL2C at 116 MeV proton energy and
on BL1B at 500 MeV. Neutrons are produced by stop-
ping the protons in a lead or iron beam stop and then
placing the test equipment 1.4 to 3.5 m downstream
of the beam stop, depending on the desired size of the
neutron beam. The neutron flux is measured using acti-
vation of carbon and aluminum foils and the uniformity
can be measured by scanning a moderated BF3 counter
across the beam. FLUKA calculations have been made
to compare against the measured results. In Decem-
ber a group from Honeywell Canada used this neutron
beam on BL2C for testing an aircraft electronic mod-
ule. Figure 215 shows the neutron spectrum. About 5
hours of beam operation at 5 nA proton current corre-
sponds to 10 years at 40,000 ft.

The Sandia/CEA/TRIUMF collaboration contin-
ued its work on Expt. 1021, Proton Radiation Effects
in Advanced Semiconductor Technologies, in two beam
periods – one on BL2C at lower energies in May, and
then again on BL2C in December. Unfortunately BL1B
was not operational for the December run. This exper-
iment had a number of studies, including investigat-
ing the effect of proton angle-of-incidence on single-
event latchup as a function of proton energy. The paper
on the 2004 work presented at the 2005 Nuclear and
Space Radiation Effects Conference, “Effects of proton
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Fig. 215. Calculated neutron energy spectrum for BL2C
at 110 MeV proton energy compared with the atmospheric
spectrum. The activation cross sections used for flux nor-
malization are also shown.

energy on proton-induced single-event latchup”, was
given the best paper award at the conference. The San-
dia group also used some commercial time for single-
event testing of various devices.

Canadian groups from MDA (previously
MD Robotics), Routes Astro Engineering, and
UTIAS/Dynacon visited the facility on several oc-
casions during the year. Tests of radiation effects on
optical equipment were carried out for the University
of Calgary and ABB-Bomem. A group from JPL and
Seagate irradiated a number of disk drives for total
dose effects at fluences up to 5 × 1012 protons cm−2.
This required a uniform beam over a 10 cm diameter
spot at high flux so that double scattering was used
and optimized for 100 MeV. The reason for the inabil-
ity to extract protons with energies above 103 MeV on
BL2C was eventually traced to a faulty polarity switch
on a dipole and now 116 MeV is again available.

Neutron irradiation facility

The high flux neutron beam at the final beam dump
on BL1A has an energy spectrum that is similar to the
atmospheric spectrum from below 1 MeV to the high-
est neutron energies around 400 MeV. The neutron
rate above 10 MeV is about 2 × 106 neutrons cm−2

s−1 at BL1A currents of 100 μA. A substantial flux of
thermal neutrons is also present. The only other sim-
ilar facility is at LANSCE in Los Alamos but it does
not have thermal neutrons.

The users in 2005 were similar to those in 2004.
They included avionics testing by a Swedish/UK col-
laboration called SPAESRANE, a US company Smiths
Aerospace, along with two microelectronics testing
companies, HIREX from France and IROC Technolo-
gies from US/France, and a FPGA manufacturing
company Lattice Semiconductor Corp.
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Fig. 216. The proton eye treatment team together with the
100th patient.

Proton Therapy Facility
(E.W. Blackmore, TRIUMF)

In 2005 there were 10 patients treated with protons
during five scheduled treatment sessions. This brings
the total number of patients treated at TRIUMF to
104. A significant milestone was reached in the August
treatment period with the treatment of the 100th pa-
tient and this month also marked the 10th anniversary
of proton therapy at TRIUMF. One of the treatment
sessions for the 100th patient was televised and, to-
gether with interviews of the patient and members of
the proton therapy team, appeared later on the “Your
Health with Dr. Rhonda Low” segment of the CTV
news.

Of the 10 patients treated, nine were for choroidal
melanoma and one for an iris tumour.

There were no significant changes made to the
treatment system or the treatment planning software
during 2005. As a result of extended beam running for
proton irradiation of electronics on BL2C, the plastic
range shifter is becoming radiation damaged. A second
range shifter was NC machined at TRIUMF and cali-
brated for range vs. position. The second range shifter
is within 0.1 mm of the original range shifter in thick-
ness for 74 MeV protons. This new range shifter will
be used only for patient treatments.

Centre for Molecular and Materials Science
(μSR + β-NMQR) User Facility
(S. Kreitzman, TRIUMF)

Facility overview

Proposals and funding In 2005 the Centre for
Molecular and Materials Science (CMMS) personnel
funding from its NSREC Major Facilities Access Grant
(MFAG) was once again (for the third year in a row) in
place for only one year. As in the previous two years,

the NSERC committee was, at the time of the allo-
cation, unable to know if the proposals in TRIUMF’s
Five-Year plan regarding the installation of new μSR
facilities would in fact be funded. Subsequent to this
“holding pattern” for the CMMS facility MFAG, TRI-
UMF has, in the spring of 2005, been advised of the
status of funding for its own 5-Year plan. Within those
funding guidelines TRIUMF has decided to allocate
$2.7 million to add one of the two proposed new beam
lines, M9A. This will provide a new high luminosity
surface muon beam line fitted with an achromatic spin
rotator/separator. Complementing the beam line will
be a state of the art turnkey spectrometer suitable
for the broad range of general condensed matter and
physical chemistry researchers who wish to utilize μSR
as a relevant research tool. The funding (and physical
preparation) for this new muon beam line is set to be-
gin in fiscal 2006–07. With these TRIUMF plans in
place and committed, the CMMS had again submitted
an expanded MFAG application to support the new
planned infrastructure.

In addition to this, the CMMS is engaged in a
major multi-university Canadian Foundation for Inno-
vation (CFI) proposal to secure funding for the M20
beam line upgrade which could not proceed under the
financial restrictions of TRIUMF’s 2005–10 funding.
This proposal foresees rebuilding M20 into a dual-
leg beam line with MORE (Muons on Request) ca-
pabilities and an high efficiency achromatic spin rota-
tor/separator, identical to the M9 beam line mentioned
above. CFI funding decisions will be known in the fall
of 2006, with funds becoming available in the 2007–08
fiscal year if successful.

Support for the facility has also been bolstered by
a three year TRIUMF resident post-doctoral position
funded by Toyota Research Laboratories.

Beam utilization An overall indicator of
beam utilization can be found by consult-
ing the links tcmms.ca/sched/sch106a.html and
tcmms.ca/sched/sch107a.html. Beam delivery in
the fall was without incident but that in the
spring/summer was impacted over a period of two
weeks by cyclotron issues and also by an overlap
with the μSR conference (held every four years)
which took place in the UK during this time. A sum-
mary of the schedules shows experiments taking 927
twelve hour shifts or 76 beam weeks on four beam
lines. The breakdown for the major spectrometers
was (in weeks): OMNI′ – 9; HiTime – 9; DR – 11;
LAMPF/SFUMU – 16; Helios – 23; β-NMR/QR – 9.

Facility developments

Facility developments are categorized into two
broad components: i) evolutions in beam line opera-
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tion and modes of operation and ii) technical progress
on specific instruments or inserts.

Operational evolutions The M9B channel at TRI-
UMF has, over the past few years, been known to
generate significant quantities of transversely polarized
muons at momenta from 60–95 Mev/c. This phenom-
ena has been tracked down to a malfunctioning triplet
located just after the superconducting solenoid. This
triplet has now been repaired with the feature that
the left and right quadrupole pairs can be powered in-
dependently, and asymmetrically, hence incorporating
a dipole component into the triplet. This feature al-
lows us to experimentally optimize the transverse po-
larization production of any given decay mode tune.
To more fully understand how the transverse spin po-
larization comes about, we have modelled the channel
with Geant. With the assistance of Peter Gumplinger,
the code has been substantially supplemented to track
the all important muon polarization. A diagram of the
simulated transport results using this code is shown in
Fig. 217. The muon envelope at the end of the M9B
beam line is also shown.

The β-NMR/β-NQR line shape experiment now
utilizes pulsed frequency selective excitation with the
line scanning algorithm implemented through a ran-
dom frequency sweep through the spectrum. This
method of line shape determination has two critical
experimental features: i) it removes all the systematic
error associated with more traditional sweep methods
which have well defined time frequency correlations
(i.e. a linear frequency sweep as shown in Fig. 218); ii)
the pulsed method, with its millisecond measurement
time, removes effects of random beam instabilities that
occur on the time scale of seconds.

Fig. 217. A Geant simulation of the pion transport and
decay (red), with the subsequent muon transport (green)
into the experimental area of the M9B decay channel. The
simulation is for 90 MeV/c muons.

Fig. 218. The β-NMR line shape in gold foil using random
vs. sequential frequency excitation.

Scheduled maintenance and all pertinent mainte-
nance records are now being tracked on a Web based
in-house database application, allowing us to imple-
ment increased quality control in the MRO operations
of the facility.

Technical progress and developments The new
high field, high timing front end for our dilution refrig-
erator (DR) has been fabricated. To balance the mag-
netic forces that the pmt shields exert on the magnet,
a mirror image shielding array has been manufactured
for the opposite side of the DR. Two of the shields in
this array in fact house pmts which utilize the same
wave shifting technology found in the front end, i.e.
the back and active collimator detectors, to implement
the forward/veto counter. A schematic can be found in
Fig. 219.

Design and development of the high pressure cell
system that we plan to implement continues. A non-
yielding version of the stress strain calculation is shown

Fig. 219. A cut away view of the DR’s high timing res-
olution front end (containing back, muon and active col-
limators) and the magnetic balance which houses the for-
ward/veto counter.
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Fig. 220. Pressure cell design calculation, with 2.5 GPa of
hydrostatic stress applied in the central region of a double
walled NiCrAl cell. The strain shown represents an (ideal-
ized) elastic response of the system.

in Fig. 220 for a double walled cell made up of the very
high strength NiCrAl alloy that has been supplied by
R&D Support in Japan.

A third generation temperature stable variable fre-
quency microwave (0.8–2.5 GHz) transmitter/cavity
system has now received its experimental commission-
ing.

A new (mark II) β-NQR broad band (500 Hz–
1 MHz) power amplifier has been designed and com-
missioned to supply up to 3 A rms of current across
the entire frequency range.

Facility future perspectives

To date the operation of the β-NMR/β-NQR ex-
periment has required the dedication of specialists, i.e.
researchers very well versed in the field and its tech-
nicalities. With the ongoing standardization of the ex-
periment we foresee that this research technique will
slowly become more available to a broader range of
investigators who are not directly connected with its
development.

On the μSR front, with the impending design and
construction of the new M9A surface muon beam line,
the facility has embarked on a path (CFI funding
through its multi-university facilities) which may al-
low its vision for an upgraded M20 to be realized. The
theme of both of these developments is increased re-
search throughput coincident with a high level of user
friendliness to promote enhanced access to the broader
research community.

Facility information and documentation

Please refer to our Web site http://tcmms.ca for
full access to a broad range of facility resources and
information.

Computing Services
(C. Kost, TRIUMF)

Overview

Overall, 2005 was another year of consolidation and
laying the network foundation to participate in the AT-
LAS experiment which is to begin in 2007.

The UBC-TRIUMF component of WestGrid, called
Glacier, offering 14 TB of network attached disk and
80 TB of tape storage and running the Torque resource
manager with the Moab job scheduler, was upgraded
from 1008 (504 dual) to a 1680 (840 dual) 3.06 GHz
Xeon CPU cluster.

Network

Through the generous loan of equipment from
Foundry we conducted 10 GbE lightpath tests to
CERN using the configuration illustrated in Fig. 221.

Figure 222 shows the configuration of the 10 Gb
link between TRIUMF and CERN to be used for the
support of ATLAS Tier 1 at TRIUMF. Completion of
the final parts (TRIUMF to BCNET and Amsterdam
to CERN) are expected to take place early in 2006.

Locally, the separation of the single flat class B IP
address space has been delayed till February, 2006. At
that time, the secure wireless LAN (WLAN) router
from Colubris will finally be put into service. This de-
vice will be used to automate IP assignments to the
TRIUMF users in general and visitors in particular.

Commodity traffic continued to be serviced via the
1 Gbit link to UBC (which is supported by 3 redun-
dant service providers) as the bandwidth manager ef-
fectively maintains this at an acceptable low rate.

Fig. 221. Equipment used for 10 GbE lightpath tests to
CERN.

Fig. 222. Equipment to be used for Tier 1 support.
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Computer security

Administrative computing reliability was enhanced
by supplementing its UPS with diesel generated power
backup.

The unforeseen re-routing of the UPS feed to the
main computing room in ISAC-II had a minimal im-
pact on the user community since all public servers, be-
ing connected to dual power supplies, were able to be
transferred from UPS to/from regular building power
without interrupting these critical services.

The reliability and regulation of the air-
conditioners cooling the main compute server room
in ISAC-II continues to be questionable and plans are
under way for early 2006 to address this with improved
monitoring, ducting modifications, and supplementary
heating to further reduce temperature excursions and
improve reliability.

All computing accounts went through a renewal
process this year. About 30% of the ∼1000 accounts
were eliminated through non-renewal. The complete
phase-out of X-terminal use at TRIUMF is still ongo-
ing.

The mandatory move to Windows SP2 took place
in 2005.

An Amanda system based on a 2.2 GHz Dual
Opteron computer, with 2 GB memory and 16 400
GB WD disks connected to 2 LSI Megaraid disk con-
trollers, provides daily incremental backup to about
150 Linux machines over a cycle period of about 1
month. At least 2 full backups (at about 1/month) are
retained on disk. A 26 slot Overland DLT tape library
system (using SDLT 600 drive with 300 GB native ca-
pacity tapes) provides long term backup.

E-mail

Aggressive and improved e-mail filtering, as well
as an overall slight decline in the spam volume has
resulted in noticeable improvement in handling un-
wanted e-mails.

Plans are in place to further improve e-mail respon-
siveness by using a Dell 2850 to perform the anti-virus,
anti-spam, and sendmail functions while the existing
Dell 2650 would handle the imap and webmail (actual
reception of e-mail) functions. A third machine may
also be designated to further expedite the handling of
outgoing mail.

Servers

We installed and configured a new Linux based
print server for Linux computers on site. As an upgrade
to tnt2k we installed and configured tnt2k3, a new
Windows 2003 based terminal server, for users who
do not have access to a personal Windows system, to
run the latest available MS Windows based programs

regardless of the Operating System on their own com-
puters. InDiCo, a new Linux based conference hosting
product developed at CERN, was installed. The source
code was extensively modified, and scripts written tai-
lored to meet TRIUMF’s needs. InDiCo will eventu-
ally replace the existing Agenda. A new Web based
HelpDesk was created which incorporated LDAP to
allow anybody with an e-mail account at TRIUMF to
log on and use its services. Over a dozen next gener-
ation Wireless Access Points (AP) were installed and
configured to extend the wireless coverage onsite and
to replace some of the old APs.

Documentation details for much of the work are
available as tutorials on TRIUMF Web pages at
http://www.triumf.ca/internal/tutorial/tutorial.html
and https://helpdesk.triumf.ca.

Storage for the public cluster ibm00 was made more
reliable by attaching 7 146 GB SCSI disks in a raid5
configuration. This will be expanded to its full capacity
of 14 146 GB disks in early 2006. This released ∼1 TB
from the Brownie unit (total 2 TB) for use of user files
that will not be backed-up.

Figure 223 shows the current status of the main
components of the Computing Services facility. A num-
ber of 20 A UPS circuits were added to support the
added hardware.

CERN/ATLAS service challenges / IGT and 10
GbE developments

The essential element which allowed TRIUMF to
participate in the CERN/ATLAS service challenges
was the use of the CAnet 4 International Grid Test
Bed. With special software developed by CANARIE,
individual users can now directly control routing of a
lightpath, that is, the interconnection and switching
of a user assigned lightpath across the network. Es-
sentially, User Controlled Lighpath (UCLP) software
is used to create a layer 1 Virtual Private Network
(VPN). It is important to note that UCLP allows a
user to reconfigure the topology of VPNs and change
their shape, size, and path – hence the term “Artic-
ulated” Private Network (APN). For details refer to
http://www.canarie.ca/canet4/uclp/UCLP Roadmap
.doc.

In July TRIUMF signed a Memorandum of
Understanding with HEPnet, ATLAS Canada, and

Fig. 223. Status of main components of the Computing
Services hardware facilities.
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CANARIE to provide the high energy physics com-
munity with dedicated Articulated Private Network
(APN) across Canada as well as to CERN to support
the data requirements of the ATLAS Tier 1 site at
TRIUMF.

The CAnet International Grid Testbed (IGT) was
used by TRIUMF in the past year to continue 10 GbE
experiments on robust data transfers between a Tier
1 ATLAS site at TRIUMF and CERN. Foundry Net-
works was very generous in the loan of the multiple
NI40G switches, with 10 GbE WAN PHY, as well as an
NI1400 switch to solve the “last mile” problem between
TRIUMF and the BCNET PoP in Vancouver, which
permitted the direct connectivity to OC-192/STM-64
interfaces of the optical transport equipment. The loan
of these NI40Gs in Ottawa and the NI1400 switch at
TRIUMF/BCNET were extended to the end of 2005.

ATLAS service challenge tests were conducted
throughout the year. They successfully met the target
goals. Figure 224 shows some results of disk-to-disk
transfers using the 10 Gb link (subsequently replaced
by two permanent 1 Gb links). Disk-to-disk transfers
of 275 MB/s (∼1 TB/hr) were sustained for a period
of days.

Most of the hardware to establish a permanent
10 Gb link between TRIUMF and CERN arrived in
late 2005. Figure 225 shows the installed Foundry Big-
Iron RX-4 switch to be used to consolidate transfers on
the TRIUMF-CERN 10 Gb link. Completion is await-
ing the 1550 nm DWDM optics from MRV which will
be used down one of the 4 channels of TRIUMF’s ex-
isting CWDM linking TRIUMF to BCNET.

Software developments

The Extrema program, successor to Physica,
was released as an Open Source project. Extrema
was accepted by SourceForge.net in 2005 (see
http://sourceforge.net/projects/extrema). Extrema
was also chosen by UBC Physics as the preferred data
analysis program for use by undergraduate students
(replacing Mathematica). Work is now in progress con-

Fig. 224. Some results of TRIUMF-CERN disk-to-disk
transfers using the 10 Gb link.

Fig. 225. Foundry RX-4 to be used to consolidate transfers
on TRIUMF-CERN 10 Gb link.

verting Extrema to the wxWidgets cross-platform API
with the goal of having a consistent Extrema for Linux,
MS Windows, and Mac OS X.

Many enhancements were made to ROODY, (see
http://midas.triumf.ca/roody/html/) which is a pro-
gram based solely on CERN-ROOT for histogram dis-
play and is meant for display of .root files. ROODY can
be run with either the MIDAS analyzer or the ROME
(Root based object oriented MIDAS extension) ana-
lyzer to visualize on-line data received through a socket
port.

As a summer student project, PHP scripts were de-
veloped which automated the generation of thumbnail
images for high resolution images placed in appropri-
ate directories of a shared space of the Web page server
trshare.triumf.ca.

Linux at TRIUMF continues its migration to Sci-
entific Linux (generously supported by the efforts at
FNAL and CERN), with Redhat 7.3 and Fedora Core
(3 recommended) versions still being supported (albeit
without updates). The update/install scripts run from
the server trsev.triumf.ca while the actual installations
take place from server mirror.triumf.ca.

Numerical computing

FEMLAB � COMSOL As of release 3.2, FEM-
LAB, the multi-physics PDE solver, is now named
COMSOL. The community of TRIUMF users contin-
ues to grow although the 3 floating licences appear
to match current use requirements. COMSOL runs on
Windows XP and Linux (32 and 64 bit).

Videoconferencing

The videoconferencing facilities in the auditorium
were upgraded with a new sound system, the perma-
nent mounting of the main digital projector, and the
dedication of a computer supporting VRVS, Access-
Grid, and local presentations.

A Web application was written to monitor activity
on the ESnet H.323 gatekeeper. This system is used for
conferencing on the US research networks and the ap-
plication was used to justify the purchase of additional
equipment at ESnet.
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Miscellaneous

The substandard CAT6 cabling in the ISAC-II
switching rooms was redone to improve reliability of
optional gigabit cabling to the desktop.

To support better searching of documents stored at
TRIUMF a “Google Mini” was installed at TRIUMF.
This low cost ($3 k US) hardware/software solution, al-
lows up to 100,000 documents to be indexed and Web
searched (with double that on the same hardware for
double the price).

The migration of TRIUMF web pages to the new
format continued in 2005 and is not expected to be
completed until sometime in 2006.

The structural re-organization of TRIUMF, initi-
ated mid-2005, is expected to be completed in 2006.
No significant changes are anticipated to Computing
Services, although the installation of a Tier 1 AT-
LAS/CERN facility at TRIUMF, currently undergo-
ing various service challenge tests and projected for
full implementation starting in 2006, will significantly
impact TRIUMF infrastructure. The proposed 5 sec-
tions in Computing are:

• ATLAS Tier 1
• Core Computing and Networking Services
• PC Hardware and Windows Support
• DAQ
• Management Information Support.

Detector Facility
(R.S. Henderson, TRIUMF)

This year has been a busy one for the detector fa-
cility. The KOPIO experiment has now been cancelled.
This was a disappointment to the KOPIO people who
have spent years in design and prototyping effort. With
the cancellation of KOPIO, the detector facility has
only one major project, the T2K experiment planned
for JPARC in Japan. Several KOPIO people have since
moved to T2K. Some of the KOPIO expertise and
R&D will be applicable to T2K. For example, the KO-
PIO development of extruded scintillator by the local
company (Celco) is already proving useful for the T2K
fine grain detector (FGD). Chapman Lim and Naimat
Kahn have done two developmental runs to produce
10 mm × 10 mm scintillator rod with a single central
hole and a co-extruded TiO2 outer coating. The test
pieces have already been tested in beam and produce
more light than expected. This effort should soon lead
to a small production run in early 2006.

The scintillator shop continues to function as the
heavily used machining centre for the facility. This year
has seen a wide variety of scintillators fabricated for
μSR and the G∅ experiment (at Jefferson Lab). The
small Bridgeport 4-axis NC mill (refitted) in the shop
allowed us to machine the complex curved scintillator

pieces for G∅. All seven scintillator sectors have been
completed and shipped to Jefferson Lab. More KO-
PIO prototype detectors were also fabricated. A major
effort was made to complete the large amount of G10
machining for the T2K prototype TPC. This was made
more difficult because of the small machining area of
the Bridgeport mill and the fact that this machine is
almost worn out.

The TRIUMF T2K group and the detector facility
are responsible for two of the major detector compo-
nents. The first is the three large tracking TPCs (2 m
× 2 m × 1 m). A small prototype of this TPC (∼1 m
× 2 m × 0.6 m) has been designed and built at TRI-
UMF. It was shipped to Victoria on December 20, 2005
for installation of the two GEM modules (three GEMS
each), the readout electronics and for testing with cos-
mic rays. Early results look very good and will be re-
ported to the NSERC committee during their T2K re-
view on January 11–12, 2006 and to the T2K collabo-
ration meeting in Japan the following week. Figure 226
shows a side-view drawing of the prototype TPC and
Fig. 227 shows some photographs taken during con-
struction. Figure 228 shows the prototype during ini-
tial gas and HV studies in the facility.

The second of the T2K detectors is the two fine
grain detectors (FGDs) that are between the three
double-ended TPC gasboxes. These FGDs are ∼2 m
× 2 m × 0.3 m and there are two types. The first type
is made from fifteen XY-layers bolted into a 30-layer
module. Each XY-layer consists of two layers of 10 mm
× 10 mm scintillator (single hole, co-extruded TiO2

outer coating). These ∼6,000 scintillator pieces would
be read out with WLS fibres and SPMs. The second
type of FGD is called “passive water” and consists of
six XY-layers alternating with six 30 mm thick water
layers. Each water layer consists of three 10 mm thick
extruded polystyrene panels (commercially available)
that have the ends sealed and are filled with water. A
full-size prototype of each of these FGDs is planned for
2006.

A third type of FGD called “active water” is still
in the R&D stage. It would use fifteen XY-layers (like
the first FGD), but instead of extruded solid scintil-
lator, these layers would be made from the extruded
polystyrene panels filled with a liquid scintillator and
readout just like the solid scintillator (WLS fibres and
SPMs). Unfortunately, the liquid scintillator attacks
many materials and becomes discoloured. Considerable
progress had been made, but it is not ready for use yet.

CFI funding for LADD has been approved and
much money has already been spent to boost the de-
tector development infrastructure at TRIUMF. LADD
will take considerable time and effort to set up, and
is planned to give TRIUMF a world class facility for
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continuing development of detector technologies, not
just for physics experiments, but potentially for a wide
range of R&D projects including a variety of medical
detectors. A precision 5-ton crane has been added to
our large cleanroom in the meson hall and a 2-ton crane
will be installed in the MESA in February, 2006. Half of
the magnet development area in the proton hall exten-
sion has been re-allocated to the facility for a large (3
m × 3 m) router that will be used for both inspection
and fabrication of the pieces for the T2K detectors.
AC and dust-extraction systems have been purchased
and are being installed, the router delivery is late but
expected before the end of January, 2006.

A major redevelopment of the scintillator shop is
proposed for 2006. If this budget change is approved
by CFI, we plan to replace the worn-out Bridgeport
mill with a Haas VF5/40XT. This new high quality 5-
axis machine will greatly improve the machining abil-
ity of the scintillator shop (the milling volume will in-
crease from 30 in. × 12 in. × 5 in. to 60 in. × 26 in.
× 25 in.). In addition, a new NC lathe will replace
our small lathe. An AC system will be installed on the
roof, giving the shop a controlled temperature for pre-
cise machining in plastic. The existing dust-extraction
system will be replaced. With these changes, the scin-

tillator shop will be capable of machining larger items
to higher accuracy. For example, the G10 machining
for the TPC prototype could have been machined in
a single set-up, instead of four set-ups for each of the
many pieces.

The TWIST experiment at TRIUMF (Expt. 614) is
a sophisticated attempt to measure the Michel param-
eters to ten times the precision they are now known.
The various subsystems of this experiment continued
to function extremely well, but unfortunately, a human
error with the gas system resulted in 17 broken wires,
in 15 wire-planes, from 12 different detector modules.
The cradle and detector stack were brought back to
the facility for several months of module repair and
bench testing. This involved five people and a total
of ∼7.5 man-months of labour. This has been com-
pleted and TWIST is again taking data. During the
January–March, 2006 shutdown, a broken wire in one
of the dense stack modules will be replaced.

From the above, it is clear that with full-scale pre-
production versions of the TPC and FGD detectors
scheduled before the end of 2006, and LADD upgrades
to the facility, the coming year will be a very busy one
for the TRIUMF detector facility.

Fig. 226. Side view of T2K prototype TPC.
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Fig. 227. Photographs of TPC prototype during construction. Top-left: Machined Cu/G10/Rohacell/G10/Cu inner wall
panel (paper still on). Top-right: Outer box panels held with clamp for initial assembly check. Middle-left: Outer box in hot
tent during gluing. Middle-right: Rounded corners being added to inner box. Bottom-left: Readout end of prototype TPC,
shows two GEM pad boards. Bottom-right: Stretched GEM foil being glued to G10 frame at Victoria.
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Fig. 228. TPC prototype during initial gas and HV testing in the facility.

Geant4
(P. Gumplinger, F.W. Jones, TRIUMF)

Geant4 is a software toolkit for the simulation of
the passage of particles through matter. It is used by a
large number of experiments and projects in a variety
of application domains, including high energy physics,
astrophysics and space science, medical physics and ra-
diation protection. Geant4 provides comprehensive de-
tector and physics modelling capabilities embedded in
a flexible structure. The kernel encompasses tracking,
geometry description and navigation, material specifi-
cation, abstract interfaces to physics processes, man-
agement of events, run configuration, stacking for track
prioritization, tools for handling the detector response,
and interfaces to external frameworks, graphics and
user interface systems. Geant4 physics processes cover
diverse interactions over an extended energy range,
from optical photon and thermal neutrons to the high
energy reactions at the Large Hadron Collider (LHC)
and in cosmic ray experiments. Particles tracked in-
clude leptons, photons, hadrons and ions. Various im-

plementations of physics processes are offered, pro-
viding complementary or alternative modelling ap-
proaches. Moreover, Geant4 provides interfaces to en-
able its users to interact with their application and
save their results. Visualization drivers, graphical user
interfaces and a flexible framework for persistence are
also included in the toolkit.

Geant4 was the first large scale software project
to pioneer the adoption of object-oriented technol-
ogy in particle physics. Geant4 follows an iterative-
incremental software process. This approach facilitates
the extension and refinement of the toolkit without af-
fecting the existing code already used in production
mode by many experiments. New developments in the
Geant4 kernel provide a number of improvements to
enhance stability for production and new tools to iden-
tify infrequent problems. The Run Manager module
was also redesigned, separating its mandatory kernel
functionality into a new class. This refinement enables
a user to create a customized run-manager, which more
easily fits into even more general software frameworks,
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such as those used by the large LHC experiments. One
of the most significant enhancements of Geant4 capa-
bilities is the possibility to define regions in the experi-
mental set-up, and to set a different particle production
threshold in each of these regions. In early versions of
Geant4, the same threshold for producing secondary
particles was enforced throughout the set-up for each
particle type. While this feature ensured consistency
of the simulation accuracy, it did not reflect the real-
life design of most experiments, which are character-
ized by detectors of very different precision, e.g. an in-
ner micro-vertex detector and an outer coarse-grained
muon detector. This new ability allows the accuracy
and performance to be optimized; detailed and accu-
rate for the region of high resolution detectors, while
saving computing time where the coarser detector reso-
lution does not justify tracking the lowest energy parti-
cles. To facilitate the usage of variance reduction tech-
niques, general-purpose biasing methods have been in-
troduced into the toolkit. Radiation shielding studies
can profit from this functionality to achieve large gains
in time efficiency. Geant4 now provides importance bi-
asing with splitting and Russian roulette where an im-
portance value is associated with each volume.

A significant new feature in Geant4 geometry is
the abstraction of the navigator class G4Navigator.
This enables a user to replace or change the Geant4
navigator, or to add functionality to it. Models to de-
scribe twisted solids were added to the already exten-
sive list of Construed Solid Geometry (CSG) volumes.
Twisted trapezoids are important components in the
liquid argon end-cap calorimeter of the ATLAS detec-
tor. Another new solid for the use case of a full sphere,
the G4Orb, allows for much faster performance when
tracking in large spheres.

Saving the description of a geometrical set-up is a
typical requirement of many experiments, which makes
it possible to share the same geometry model across
various software domains, such as simulation and re-
construction. The geometry description markup lan-
guage (GDML) and its module for interfacing with
Geant4 have been extended to facilitate a geometri-
cal description based on common tools and standards.
A new module enables a user to save a Geant4 geome-
try description, which is in memory, by writing it into
a text file by extensible markup language (XML).

A number of developments and improvements have
been made in the electromagnetic processes in recent
Geant4 releases. The new cuts-per-region functional-
ity affected the implementation of the electromagnetic
processes, which evolved to deal with different particle
production thresholds in different regions. The stan-
dard EM package has been completely redesigned. The
new implementation encompasses a model-based de-

sign, concentrating the treatment of physics modelling
in smaller, dedicated classes. This simplifies mainte-
nance and facilitates extensions and refinements. Per-
formance has been improved, in particular for low pro-
duction thresholds. Refinements include the option to
save and retrieve physics tables. This speeds up the
startup in execution when several simulation programs
run under the same physics configurations, aiding in
particular the interactive use in set-ups with many ma-
terials. Improvements in multiple scattering, muon and
ion ionization and in simulation of electron-positron
pair production by muons were implemented. The new
multiple scattering model provides improved sampling
of the tail of the angular distribution and less depen-
dence on the step size. All the electromagnetic models
provided by Geant4 for electrons, photons, protons and
alpha particles have been compared to the National In-
stitute of Standards and Technology (NIST) database,
which represents a well known, authoritative reference
in the field; this database is also adopted in the def-
inition of medical physics protocols. This systematic
test involved quantitative comparisons between simu-
lation and reference data using statistical methods. It
confirmed good agreement of all Geant4 electromag-
netic models with the NIST reference. Other compre-
hensive validation studies addressed transmission and
backscattering distributions.

The hadronic physics simulation in more recent
Geant4 versions includes the first release of the Binary
Cascade model and an implementation of the Bertini
Cascade. Also available is the chiral invariant phase
space model (CHIPS), which is the quark-level event
generator for the fragmentation of hadronic systems
into hadrons. Making an optimal selection of a set of
models among those available can present a daunting
learning curve, especially for hadronic interactions. For
the same combination of projectile and target at a
given energy, there can be several models applicable
with different accuracy, strengths and computational
cost. By using a consistent, tailored set of models it is
possible to address the requirements of a particular use
case. Choosing among the Geant4 hadronic models is
made easier by a number of “Physics Lists” which are
now included in the release. Each Physics List is a com-
plete and consistent collection of models chosen to be
appropriate for a given use case. Hadronic use cases
relevant to high energy physics applications include
calorimeters, trackers and typical general-purpose de-
tectors. At low energy the use cases of neutron dosime-
try and nuclear penetration shielding are covered. Re-
sults already obtained with these Physics Lists are
available and provide invaluable reference points and
benchmarks.

The Geant4 toolkit is complemented by a set of
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examples which illustrate not only the basic usage
of the software but also demonstrate realistic exper-
imental configurations. They include the simulation of
calorimeters, a ring imaging Čerenkov detector, space
telescopes for X-ray and γ-ray astronomy, an under-
ground detector for dark matter searches, electrostatic
charging of isolated test masses by galactic cosmic rays,
and a cosmic ray experiment. Two examples deal with
neutron shielding and protection from radioactivity for
interplanetary manned missions. Other examples cover
various radiotherapy techniques, including brachyther-
apy, hadron therapy and intensity modulated radio-
therapy.

There is no use for a simulation without analysis of
the results. Geant4 is amendable to the user’s choice
of analysis system. An example recently added to the
distribution shows a recommended design to integrate
simulation analysis into a user application: a layer of
abstract interfaces decouples the user’s code and the
Geant4 toolkit from the implementations of the analy-
sis subsystems. To achieve this, the Abstract Interfaces
for Data Analysis (AIDA) package was chosen.

Simulations often involve the generation of large
numbers of events and require significant computing
resources. Execution in a parallel mode allows for ade-
quate statistics in a reduced time frame. The use of job-
level parallelism, using independent jobs on farms of
computers, is well established but requires experience
in distributing jobs and gathering the results. Other
types of parallelism provide an alternative with simpler
ways to launch jobs and obtain results. A new extended
example shows how to use the task oriented parallel
package TOP-C to parallelize Geant4 using event-level
parallelism. Even though the application actually runs
in parallel on distributed computers, it appears to run
as a single process storing and analyzing a single col-
lection of hits. The master process transparently gen-
erates events that are processed on slave processors,
and whose hits are brought back to the master.

The development of the Geant4 toolkit will con-
tinue to be pursued in the future by the Geant4 Col-
laboration in response to the evolving requirements of
the wide experimental community using it. The work
on Geant4’s physics capabilities represents a continu-
ous effort to improve the simulation accuracy, while a
significant effort is also invested in the validation of its
physics models.

Laboratory for Advanced Detector Develop-
ment (LADD)
(D. Bryman, UBC; L. Kurchaninov, F. Retière, TRI-
UMF)

The Laboratory for Advanced Detector Develop-
ment (LADD) is being established at TRIUMF and the

University of Montreal with support from the Canada
Foundation for Innovation, the Provinces of BC and
Quebec, the University of Montreal (UM), TRIUMF
and UBC. In 2005, LADD has continued setting up
infrastructure for detector development and testing at
TRIUMF, UBC, and UM. LADD has also begun to
support detector development projects at UBC, TRI-
UMF, UVic and UM by providing expertise and equip-
ment for nuclear and particle physics, condensed mat-
ter physics and medical imaging research. In the fol-
lowing, we describe progress on development and use
of LADD infrastructure at TRIUMF.

LADD infrastructure

LADD infrastructure encompasses 4 different com-
ponents: an electronics laboratory, a general purpose
detector testing facility, a detector construction facil-
ity and a noble liquid detector development facility.

The microstructure electronics laboratory under-
went a complete refurbishing in 2005. It has been re-
modelled and most pieces of equipment have been up-
graded. The emphasis has been put on enhancing PC
board design, fabrication and testing capabilities. The
design and simulation tools have been upgraded by
purchasing new software and new computers. We have
acquired equipment required for small scale board re-
pair and patching. The test equipment has been con-
siderably upgraded by acquiring state of the art high
speed oscilloscopes. LADD has considerably enhanced
the electronics laboratory capabilities at TRIUMF.

LADD has also devoted significant resources to up-
grade the detector testing facility. We have focused
on upgrading outdated equipment, acquiring equip-
ment that was in short supply, and purchasing new
pieces of equipment to enable new developments. The
data acquisition capabilities have been upgraded by
building four complete VME based systems, includ-
ing crates, controllers, ADCs, TDCs, waveform digi-
tizers and scaler modules. Each system interfaces di-
rectly to a central server for data storage, also ac-
quired by LADD. Ancillary pieces of equipment such
as high voltage power supplies and pulsers complement
the data acquisition set-ups. LADD now provides com-
plete state of the art set-ups for detector development
at TRIUMF.

Detector construction at TRIUMF has been en-
hanced by upgrading the clean rooms and purchasing
granite tables, an inspection table, and various other
pieces of equipment for precision detector construction.
In addition a large CNC router has been ordered. It will
allow building large scale detectors. The T2K time pro-
jection chambers will be built with the router at rela-
tively low cost, for example. Thus, LADD equipment
also significantly enhances TRIUMF detector construc-
tion capabilities.
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Detector development supported by LADD

LADD has contributed to the development of the
nuclear physics experiments TIGRESS and TACTIC
by providing pieces of equipment. TIGRESS used
LADD’s planar motion table to characterize the spa-
tial response of their germanium detectors. TACTIC
has relied on one of the LADD test set-ups to study
the performances of gas electron multipliers (GEM) in
low pressure gas. Both experiments have performed fi-
nite element simulation with the software FEMLAB,
provided in part by LADD.

The μSR experiments have used a laser system pro-
vided by LADD to investigate the timing resolution of
their detector. The laser provides a very short pulse
(500 ps) with a very low jitter. An attenuator sys-
tem was also purchased to control the light intensity.
The laser wavelength was chosen to look like the light
emitted by charged particles going through a plastic
scintillator. We foresee using this set-up in the testing
phase for T2K equipment as well for investigating the
response of silicon photomultipliers.

With the cancellation of the KOPIO experiment in
September, some LADD resources have been redirected
to the T2K experiment. Nevertheless, the detector de-
velopment for KOPIO supported by LADD has been
very fruitful: design and fabrication of a 48 channel
VME TDC board, development of a scintillation ex-
trusion technique in collaboration with Celco (Surrey,
BC) and development of large area flat panel scintilla-
tors, and development of large area FR4 (G-10) panels
by Profile Industries (Sydney, BC).

The T2K experiment is capitalizing on the KOPIO
developments to produce its own scintillator bars at
Celco. Furthermore, T2K scintillator development has
received a lot of support from LADD, providing sili-
con photomultipliers and phototubes, a test set-up and
a high voltage power supply. The development of the
T2K fine grain detector will continue to be supported
by LADD until it becomes a construction project.
LADD supports the development of silicon photomul-
tipliers that have the potential of replacing standard
vacuum based photomutipliers. Hence the scope of this
R&D goes beyond T2K.

The T2K TPC development has also relied heav-
ily on LADD for constructing and equipping its first
prototype. LADD provided a high voltage power sup-
ply for the cathode, readout electronics, and an oxygen
monitor. As the T2K TPC will soon shift from R&D to
fabrication stage, LADD equipment will be returned to
a pool and become available to future detector R&D
projects. T2K will then rely on the LADD detector
fabrication facility to build both the FGD and TPC.
The CNC router will be used to machine all the Ro-
hacell/G10 walls of the T2K TPC. Thus, T2K is the

first experiment benefiting heavily from the support of
LADD, which has enabled the Canadian group to take
a leadership position in developing the tracker compo-
nents of the T2K ND280 detector.

Detector development within LADD

While LADD supports detector development for
physics experiments at the R&D stage, the group is
also involved in developing detectors for medical imag-
ing applications. The focus is on developing a detector
for positron emission tomography (PET) based on liq-
uid xenon technology. PET relies on the measurement
of both 511 keV photons from positron annihilation
within the sample being studied. In the current PET
detector technology, the photons are measured in an
array of scintillating crystals. This suffers from some
drawbacks: depth of interaction uncertainties, and lim-
ited energy and timing resolution. While these issues
can be addressed by improving the scintillating crystal
array, the liquid xenon technology promises to provide
far superior performance: 3-dimensional reconstruction
of the photon interaction points and superior energy
and timing resolutions. The key advantage of the liq-
uid xenon technology is to allow measuring the ion-
ization signal in addition to the scintillation light. In-
deed, a 511 keV photon photoelectric interaction in the
xenon releases roughly 20,000 scintillation photons and
20,000 electron-ion pairs. Since the xenon scintillation
decay time is on the order of a few nanoseconds, a tim-
ing resolution of 1 ns can be achieved with a modest
photon collection efficiency. The 3-dimensional posi-
tion is reconstructed by drifting the electrons within
the xenon to a segmented anode, which provides a 2-
dimensional position, and then reconstructing the third
dimension from the electrons’ drift time. Very good
energy resolution is then achieved by using low noise
electronics and combining both charge and light mea-
surements.

We have designed a liquid xenon based micro-PET
detector. We foresee building a cylindrical vessel of
10 cm inner radius, 22 cm outer radius, and 16 cm
in length. 511 keV photons are reconstructed in eight
separated sectors inserted within the vessel. Ionization
electrons drift towards the outer radius where they are
measured on cross wires and anode strips. The pitch
of the wires and strips is chosen in order to overlap
to minimize pileup, i.e. overlapping ionization signal
from two different photons. The same constraint ap-
plies when choosing the shaping time of the readout
electronics, as the position along the drift length is
obtained from the drift time, which is itself deconvo-
luted from the signal waveform. Hence, short shaping
time minimizes the overlap between independent wave-
forms. The scintillation light will be collected on both
cylinder endcaps by an array of avalanche photodiodes.
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Coarse position information needs to be extracted from
the scintillation light in order to identify the match-
ing ionization signal. This concept relies on measuring
both scintillation light and ionization signal in order to
achieve optimum position and energy resolution. The
solutions that we have chosen have all been demon-
strated by other groups, but they have not been com-
bined within the same design. Thus, we are developing
prototypes aimed at demonstrating our concepts.

In order to test the liquid xenon PET concept we
built a test set-up in 2005. Our first milestone was to
demonstrate that electronegative impurities (e.g. water
or oxygen) could be kept at the part per billion level.
Such a purity level must be achieved in order to keep
the electron absorption to a level that allows measur-
ing electrons drifting several centimeters through the
liquid xenon. A very clean vessel was designed to house
a variety of test chambers. The chamber that was used
in 2005 is a small time projection chamber, with a 3 cm
drift volume defined by a cathode foil, whose voltage
is set to 4–8 kV and a grid at ground potential. The
electrons drift through the grid and are collected on
two anode surfaces. Photons from positron anihilation
were measured in the chamber over the full 3 cm drift
length, which shows that we achieved the targeted im-
purity level. Following this success, the test chamber
was dismantled and equipped with avalanche photo-
diodes in order to measure both light and ionization
signals simultaneously. The chamber will be operated
in this configuration in 2006.

We are also investigating the issues associated with
reconstructing 511 keV photons in liquid xenon. In-
deed, only 22% of the 511 keV photons entering the
liquid xenon release all their energy in one photoelec-
tric conversion. The other 78% undergo at least one
Compton scattering before a photo-electric interaction.
Thus, a single photon is likely to lose energy at several
locations along its path through the xenon. This infor-
mation can be used to constrain the photon trajectory
as the Compton scattering is directly related to the
scattering photon energy. Simulations have been per-
formed in order to define Compton reconstruction algo-
rithms. An efficiency of 70% has been achieved for re-
constructing the right sequence of photon interactions.
The set of simulations performed in 2005 demonstrates
the feasibility of using Compton scattering information
to reject background. In 2006, we will tie up the simu-
lations to the prototype results in order to obtain ac-
curate extrapolations of the performances to the full
scale micro-PET detector. Hence, the simulation and
prototype efforts will now go hand in hand towards our
goal of producing a micro-PET detector.

Scientific Services
(M. Comyn, TRIUMF)

The Scientific Services group encompasses the Pub-
lications Office, Library, Information Office, and Con-
ferences. Its activities during 2005 included: producing
the 2004 Annual Report, conference proceedings, and
the TRIUMF preprints; maintaining the Library; coor-
dinating TRIUMF tours and assisting with the produc-
tion of public relations materials; and supporting sev-
enteen past, present and future conferences and work-
shops.

Publications Office

The TRIUMF Annual Report Scientific Activi-
ties has been truly electronic since 1998. Electronic
files have been used throughout, from initial contribu-
tor submission, through editing, transmission to the
printer, and subsequent direct printing on a Xerox
Docutech system. The same files are used for the
WWW versions of the report which are available at
http://www.triumf.ca/annrep in both Portable Docu-
ment Format and PostScript file formats. Unlike the
monochrome paper version, the electronic versions al-
low those figures which were submitted in colour to be
both viewed and printed in colour. The WWW version
of the 2004 report was available to readers four weeks
before the printed version. The Annual Report mailing
list has been reduced and the trend is expected to con-
tinue as people and libraries become more accustomed
to accessing the information over the WWW. This will
result in less copies having to be printed and mailed,
with subsequent major cost savings.

TRIUMF preprints are only produced electron-
ically, and immediately posted on the WWW at
http://www.triumf.ca/publications/home.html to al-
low rapid dissemination of the publications. This has
replaced the traditional distribution of paper copies by
mail, resulting in significant savings of both cost and
labour.

The year began on two fronts with the kickoff
for the TRIUMF Annual Report Scientific Activities
2004 submissions, and the continued processing of the
manuscripts for the refereed conference proceedings of
the Eighth International Symposium on Nuclei in the
Cosmos (NIC8), which was held in Vancouver, July
19–23, 2004. Producing refereed proceedings is a com-
plex, time-consuming procedure which requires multi-
ple communications between author, referee and editor
for each manuscript. All communications were tracked
on a database, and nearly all were via e-mail with orig-
inal source files or scanned manuscripts and referee in-
formation sheets being sent as PDF attachments. By
avoiding the use of conventional mail, communications
were much faster than those experienced with previous
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conferences. A complete set of manuscripts were couri-
ered to the publisher, Elsevier, on a CD-ROM in late
April. The next two months were spent finalizing the
front material, reviewing and correcting proofs, and
specifying the cover design. The electronic version of
the July, 2005 volume of Nuclear Physics A758 went
on-line in late June, and the 900 page hard copy ver-
sions were mailed to the delegates in mid-July – less
than a year after the conference.

Advice was given regarding the publication of the
FPCP 2006 conference proceedings, and requests for
quotations were prepared for the TCP’06 conference.

Web site and other support was provided for the
TRIUMF Summer Institute, held July 11–22.

Activities for the Joint Accelerator Conference
Website (JACoW) committee included attending the
Scientific Programme Management System (SPMS)
meeting and then serving as a proceedings editor for
the Particle Accelerator Conference, PAC’05, held in
Knoxville, TN during May. In November, two talks
were presented at the JACoW Team Meeting held at
LNF in Frascati, Italy.

Library

The Library saw a major reorganization during
2005 as new shelving was added to accommodate the
ever-growing journal collection. All journal subscrip-
tions were retained. A Committee on Library and Pub-
lications at TRIUMF was struck in August, chaired
by L. Buchmann with representatives from TRIUMF’s
different scientific disciplines and divisions. The Li-
brary continues to rely on donations for most of its
book acquisitions. The Library operates on a self-serve
basis and manages with minimal support for day-to-
day operations.

Information Office

The Information Office coordinated 225 tours for
3131 people during 2005. The general public tours were
conducted by a summer student during the June to Au-
gust period when tours were offered twice a day. 137
people attended one of the 40 tours conducted during
the three month period. Throughout the remainder of
the year for the twice weekly general public tours, and
for the many pre-arranged tours given to high school
students and others, a small, dedicated group of TRI-
UMF staff acted as tour guides.

Table XXII shows the number of people taking
tours, the number of tours, and the number of tour
guides required to conduct them (groups of more than
15 require multiple tour guides) for each of the years
2000–2005. 2005 saw increased or similar numbers in
all categories when compared to recent years, even af-
ter subtracting the 950 people who attended the Open
House held June 4. This extremely successful event,

Table XXII. Breakdown of TRIUMF tour numbers for the
period 2000–2005.

Category 2000 2001 2002 2003 2004 2005

General
Public
# people 368 421 499 482 399 1342
# tours 107 110 131 126 109 111
# guides 107 111 134 126 111 139

Science
# people 294 383 592 651 729 860
# tours 20 30 23 34 36 51
# guides 26 43 57 59 70 82

Students
# people 612 839 894 626 440 831
# tours 40 30 40 38 23 33
# guides 53 60 70 50 35 66

VIP
# people 171 258 193 260 95 98
# tours 37 59 53 63 26 30
# guides 40 65 55 71 26 31

Total
# people 1445 1901 2178 2019 1663 3131
# tours 204 229 247 261 194 225
# guides 226 279 316 306 242 318

organized in collaboration with the UBC Department
of Physics and Astronomy, was staged in conjunction
with the Canadian Association of Physicists Congress
which started the following day and marked the World
Year of Physics. The tour numbers are divided into
four categories which are defined as follows:

• General public: tours provided for members of
the general public twice a week September–May
and twice a day June–August, on a drop-in basis.

• Science: pre-arranged tours conducted for uni-
versity/college physics, chemistry or science stu-
dents with a specific interest in TRIUMF, scien-
tists at TRIUMF for a conference or workshop,
and scientific groups.

• Students: pre-arranged tours conducted for ele-
mentary and high school students and univer-
sity/college non-science students.

• VIP: specific tours, often conducted by senior
management personnel, arranged for VIPs, re-
view/advisory committee members, and the me-
dia.

The summer student also assisted with the produc-
tion of presentation materials, with the TRIUMF Sum-
mer Institute, and as the coordinator of many student
activities throughout the summer.
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Substantial support was provided to the TRIUMF
Users’ Group throughout the year by the TUEC Liai-
son Officer.

Conferences

Support was provided for seven conferences and
workshops, along with preparations for nine confer-
ences and workshops in 2006 and beyond. Registration
databases were created and managed for all of the con-
ferences and workshops.

TRIUMF hosted or supported the following confer-
ences and workshops in 2005:

• ICFA Workshop, TRIUMF, February 10–11 (20
delegates).

• Western Regional Nuclear and Particle Physics
Conference (WRNPPC’05), Banff, AB, February
18–20 (45 delegates).

• 2005 CAP Congress, UBC, June 5–9 (600 dele-
gates).

• TITAN 2005 Workshop, TRIUMF, June 10–11
(55 delegates).

• TRIUMF Summer Institute 2005, TRIUMF,
July 11–22 (46 delegates plus 9 lecturers).

• T2K 280 m Near Detector Meeting, TRIUMF,
August 29–31 (56 delegates).

• TRIUMF Users’ Group Annual General Meeting,
TRIUMF, December 7 (55 delegates).

In addition, preparations were made for the follow-
ing future conferences and workshops:

• Winter Nuclear and Particle Physics Conference
(WNPPC’06), Banff, AB, February 17–19, 2006.

• Flavor Physics & CP Violation (FPCP2006),
Vancouver, April 9–12, 2006.

• 1st Workshop on Actinide Target Development
(WATD’06), TRIUMF, April 26–29, 2006.

• TRIUMF Summer Institute 2006, TRIUMF,
July 10–21, 2006.

• Vancouver Linear Collider Workshop
(VLCW06), UBC, July 19–22, 2006.

• International Conference on Trapped Charged
Particles and Fundamental Physics (TCP’06),
Parksville, BC, September 3–8, 2006.

• International Conference on Computing in High
Energy and Nuclear Physics (CHEP2007), Vic-
toria, BC, September 2–7, 2007.

• International Linear Accelerator Conference
(LINAC08), Victoria, BC, September 29 – Oc-
tober 5, 2008.

• Particle Accelerator Conference (PAC’09), Van-
couver, May 4–8, 2009.

ATLAS Computing
(R. Tafirout, TRIUMF)

TRIUMF is planning to host Canada’s Tier-1 cen-
tre for the ATLAS experiment at CERN’s Large
Hadron Collider (LHC). This will be achieved within
the context of the LHC Computing Grid (LCG).
Eleven such centres are currently being developed and
deployed worldwide to serve all four LHC experiments.
These Tier-1 centres are primarily located at the na-
tional laboratories of countries participating in the
project. By the year 2010, the computing resources of
the Tier-1 centre at TRIUMF will consist of about 5000
processors, 2.5 PB of disk storage, and 2 PB of tape
storage.

The ATLAS experiment at the LHC will collect
nominally about 3.2 PB of raw data for each year of
its operation. Secondary data sets by means of recon-
struction, reprocessing and calibration will produce an
additional 2.5 PB for each year of data-taking. This
requires significant computing resources in both CPU
and storage (disk and tape media) that cannot be ag-
gregated into a single centre, and therefore will be dis-
tributed worldwide. The ATLAS computing model is
based on a Tier structure, where CERN (Tier-0) will
collect and store the primary raw data that pass the
high level trigger (HLT). The Tier-0 will also produce
first pass reprocessing data. Primary and reprocessed
data will be distributed to the Tier-1 centres around
the world. Each Tier-1 will only be a custodian of its
share of this data, and is expected to provide a collabo-
ration wide access around the clock. The Tier-1 centres
will perform further reprocessing of the primary data
when better calibration constants of the ATLAS de-
tector are made available, therefore producing better
quality data for physics analyses. Each Tier-1 centre
will be associated with a set of Tier-2 centres. Tier-2
centres will be based primarily at the universities and
will be producing the simulated data sets needed for
the experiment. The simulated data sets will be up-
loaded to the Tier-1. ATLAS wide user analysis will
be done at the Tier-2 centres.

The Tier-1 centre needs to provide a reliable level
of services to the ATLAS collaboration as a whole. The
centre will be operated around the clock and any down-
time shall be kept to a strict minimum. In the last
year or so, a modest Tier-1 was developed and main-
tained essentially from scratch. It all started initially as
a small LCG cluster (basically providing only a Tier-
2 type of functionality) and was gradually expanded
to a fully functional Tier-1 with all the required LCG
baseline services deployed. At the moment it has a rel-
atively limited processing and storage capacity: 18 pro-
cessors, about 5 TB of disk and 7 TB of tape. As part of
the Tier-1 functionalities, database services need also
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to be deployed and maintained in the near future. The
current TRIUMF funding for the period 2005–2010 will
not fully cover the total costs of the Tier-1 centre (cap-
ital and operating), therefore a proposal was submitted
to the Canada Foundation for Innovation (CFI) under
the Exceptional Opportunities Fund program.
Grid solutions

In 2005, various solutions within the context of
LCG were developed and maintained at TRIUMF:

• a modest, fully fledged local LCG cluster with
conventional grid services (computing element,
storage element, information system and moni-
toring). This cluster is used in various data chal-
lenges, which consist of the production of large
Monte Carlo data sets on LCG, and coordinated
by ATLAS;

• a gateway that unites resources at Canadian uni-
versities and makes them accessible to LCG as
one site, via a computing element that uses Con-
dorG technology (this is a unique Canadian ini-
tiative, see www.gridX1.ca);

• a development cluster that is dedicated to the
service challenges on which LCG baseline ser-
vices are deployed and tested. The main focus
at TRIUMF last year was to set up the compo-
nents to participate in all aspects of LCG ser-
vice challenge 3, such as disk-to-disk and disk-
to-tape transfers between CERN and TRIUMF,
and disk-to-disk transfers between TRIUMF and
several Canadian universities that were acting as
Tier-2 centres;

• a distinct LCG executor based on CondorG (and
hosted by TRIUMF and Simon Fraser Univer-
sity), which has doubled ATLAS’s overall capac-
ity for production and job submission on the
Grid. This was crucial to complete the Monte
Carlo samples that were needed for last year’s
ATLAS Physics Workshop, held in Rome.

Networking

Since the spring, two dedicated 1 Gb/s lightpath
links between TRIUMF and CERN were made avail-
able and used for the service challenges. The links
were provided by CANARIE. For the longer term a
10 GigE link will be established. To this end a Memo-
randum of Understanding was signed between HEP-
NET, CANARIE and TRIUMF to establish UCLP
(user controlled light paths): a 10 GigE from TRIUMF
to New York, 5 GigE from New York to CERN via
Amsterdam, 1 GigE to each of the Canadian Tier-2s,
and X Gig to other Tier-1s (X to be determined, de-
pending on the peering/pairing model of the various

the Tier-1s). TRIUMF Network and Computing Ser-
vices bought a Foundry Rx-4 that will act as 10 GigE
network backbone for the ATLAS Tier-1 centre. The
10 GigE link between TRIUMF and CERN is expected
to be commissioned in 2006. TRIUMF has strong ex-
pertise in high speed data transfers over long distances.
In June a temporary 10 Gb/s lightpath between CERN
and TRIUMF was made available for a few days and
was used to do various transfer tests and to check for
quality/errors on the link; a sustained transfer rate
of 2.33 Gb/s was achieved as shown in Fig. 229. To
achieve this, several machines were used at both the
sending and receiving ends, a somewhat realistic use
case.

Service challenges

To test the LHC experiment’s computing models,
several service challenges phases have been planned.
The service challenges are meant to test the robustness
of grid middleware services, storage access and net-
working at several sites in order to ensure readiness for
LHC start-up. In the summer, service challenge phase
3 was conducted, which consisted of transfers between
CERN and several Tier-1 sites (disk → disk and disk
→ tape) as shown in Fig. 230. Disk transfers between
TRIUMF and several Canadian universities acting as
Tier-2 centres were also conducted. The universities
involved were Simon Fraser University, University of
Alberta, University of Toronto, and University of Vic-
toria. All the transfers were done using the file transfer
service (FTS) which was deployed at TRIUMF.

Cluster design: infrastructure and hardware

The Tier-1 centre will be housed in the new ISAC-II
building, and the available floor space is about 900 sq.
ft. The design of the cluster should be optimized and
space constraints taken into account. Hardware compo-
nents up to and including year 2009 should fit in the
available space. For 2010 and beyond, a larger com-
puting room will be necessary. With respect to power
consumption, the current estimates are 175 kW for
the computing nodes (CPU), 95 kW for the disk stor-
age and 30 kW for the remaining components (tape
library and drives, network switches, grid services and
database nodes). The air conditioning/cooling system
will use about 130 kW. Its design will be critical for
the centre. Hardware will be acquired in a gradual way
in order to meet the demand of the ATLAS exper-
iment, therefore the system should be highly scalable
for smooth growth/expansion for the coming years and
downtimes should be minimized as much as possible.
Various hardware solutions with respect to CPU, disk
and tape storage have been explored.
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Fig. 229. CERN–TRIUMF transfers on a temporary 10 Gb/s link.

Fig. 230. Service challenge 3 (CERN–TRIUMF transfers).
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The DRAGON Facility
(D.H. Hutcheon, TRIUMF)

DRAGON is a facility for the study of radiative
capture reactions by inverse kinematics, in which the
beam is the heavy reactant and the target is the lighter
one. The focus of the study is to measure reaction
strengths of relevance in nuclear astrophysics, but the
facility has been used for nuclear structure experiments
as well.

The year 2005 saw new upper and lower lim-
its in the masses of accelerated beams delivered to
DRAGON. At the high end, a 40Ca beam for Expt.
1024 evaded the A/q limit of 30 in the RFQ accelerator
after ion source development produced a clean beam of
Ca2+ ions. The lightest beam, protons for Expt. 1027,
was accelerated as triatomic hydrogen molecules in or-
der to satisfy A/q ≥ 3 in the DTL accelerator. In-
termediate masses produced were 16O for Expt. 1022,
20,21Ne for development studies, and 26gAl and 28Si for
Expt. 989. Experimental results are described in more
detail elsewhere in this Annual Report. These new ex-
periments required several improvements or additions
to DRAGON, as described below.

Charge state booster foil

Recoil Ti ions from the 40Ca(α, γ)44Ti experiment
(Expt. 1024) emerge from the windowless gas target
in a range of charge states, but the ions in the most-
populated states have magnetic or electric rigidities
higher than the maximum values allowed by the elec-
tromagnetic elements of the separator. Ions emerge
from a solid foil in higher average charge state than
after passage through a gas, prompting investigation
of using a post-target foil as a charge state booster.

Thin amorphous silicon nitride (SiN) membranes
were studied because of their high degree of unifor-
mity. A foil mounted downstream of the gas target cell
gave the expected boost in charge of beam ions when
there was no helium gas in the target, but when tar-
get gas was present the charges were reset to lower
values by gas in pumping tubes downstream of the
SiN foil. A foil that blocked the end of the pumping
tube would have prevented the charge resetting prob-
lem, but also would have interfered with measurement
of beam transmission which is a standard part of the
beam tuning procedure. The solution was to mount the
SiN foil on a guillotine-like sliding mechanism which al-
lowed insertion or retraction of the foil without having
to break vacuum (Fig. 231). The extremely tight geom-
etry of the gas target box required that the mechanism
be driven by a long push-rod actuated by a miniature
motor designed for control surfaces of model airplanes.

Recoil ion detection

As indicated in the DRAGON contribution to last
year’s Annual Report, an ionization chamber has sev-
eral advantages for particle identification of low-energy
heavy ions. The main drawback of the usually used
silicon detectors (like the double-sided-silicon-strip-
detector, DSSSD) is the significant energy loss in the
dead layer. Unavoidable energy-loss straggling deterio-
rates the final energy resolution of the detector. In ad-
dition, low-energy tails from inter-strip events provide
significant background in the region of the expected
recoils, which usually have slightly lower energy than
leaky beam in proton capture reactions.

During Expt. 989 we could make a comparison be-
tween the DSSSD and the ionization chamber with Al
and Si ions of 200 keV/u. Figure 232 shows energy
spectra of attenuated 26gAl beam measured with the
DSSSD front strips and 28Si measured with the ioniza-
tion chamber equipped with a thin 50 nm SiN window.
Besides the improved energy resolution by a factor of
2, a significant reduction (about factor 10) in the low
energy tail is visible. The reason for this is mainly the
thinness and high homogeneity of the SiN foils.

However, there are still drawbacks to ionization
chambers. First, the window size of 5 × 5 mm2 is too
small for a real application in an experiment at the
moment, but this can be improved using a larger foil
or an array of SiN foils. Second, no position informa-
tion is possible with the current set-up. A position-
sensitive detector in front of the ionization chamber
(like a PGAC) would add an additional dead layer and
thus reduce the advantage of thin entrance window.

Fig. 231. Pictures of the charge state booster set-up inside
the DRAGON windowless gas target. (1) cover plate with
inner gas cell and miniature motor on the lower right side
(in blue). (2) guillotine-like sliding mechanism mounted on
the exit tube, SiN foil in position out. (3) used SiN foil,
position in.
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Fig. 232. Comparison of the energy spectra of the DSSSD
and the ionization chamber equipped with 50 nm SiN en-
trance window. The energy channels are scaled to result in
the same peak position. The arrow indicates the expected
position of recoils.

Solid target scanning facility

As a test of Expt. 1027’s plan to implant 22Na
ions in Cu or Ni foils, a series of implantations were
done with stable 23Na. The 3D density profiles of 23Na
ions were then mapped using DRAGON’s BGO ar-
ray to detect γ-rays from the strong resonance of the
23Na(p, γ)24Mg reaction at 309 keV.

The depth (z) profile could be measured by adjust-
ing the energy of the incident proton beam to cause
the resonance energy condition to occur at a desired
depth within the target. The desired x − y resolution
was somewhat smaller than the beam spotsize, so the
beam size was limited by a collimator and the target
was moved in x − y relative to the collimated beam.

The standard vacuum box for the gas target was
replaced by a larger one (left over from an early design
for a less compact gamma array) to allow room for an
x − y translation stage. Vacuum feedthroughs allowed
manual adjustment of the x − y position of the target
and for changing of the collimator to a Faraday cup.

Halo-blocker iris

The 26gAl beam of Expt. 989 was accompanied by
small contaminations of metastable 26mAl and of 26Na.
Although all but ≈0.1% of the beam was transmit-
ted through the gas target, the small 26Na component
of the small fraction of beam stopping at the target
constituted the dominant accidental coincidence back-
ground of the experiment. The decay of 26Na is by
energetic betas followed by 1809 keV γ-rays plus weak
branches producing γ-rays of higher energy. These ra-
diations cover the energy range of γ-rays from the
26gAl(p, γ) reaction of interest, so the 26Na background
could not be suppressed by absorbers or high trigger
thresholds.

The chosen solution was to install a mechanical
iris approximately 30 cm upstream of the target cell,
close enough to intercept the halo and cast a sharp
“shadow” at the target, yet far enough that it could be

shielded from the gamma-detector array. Via vacuum
feedthroughs it was possible to make small adjustments
in the x−y position of the iris and to vary the opening
of the iris. In the October campaign with 26gAl beam,
the iris provided a 4-fold reduction in background rate
in the BGO counters at the cost of a 10% reduction
in transmitted beam (but a compensating reduction in
DAQ system deadtime).

Interceptor diagnostic device

In order to learn more about the trajectories of
leaky beam (beam particles which are transmitted by
the separator), an intercepting probe was added to the
diagnostic equipment. Located just after a momentum-
dispersed focus in the second stage of the separator, it
consisted of a “picture frame” which could be driven
horizontally across the optic axis. When centred on
the optic axis, the inner edges of the frame defined an
area somewhat larger than the recoil-ion envelope cal-
culated for a standard tune of the separator. As the
frame was withdrawn, the vertical bar of the frame in-
tercepted particles at varying x positions.

For a beam and tune typical of proton capture ex-
periments in the mass region A = 20–26, the leaky
beam transmission was measured as a function of x-
position of the interceptor. When the frame was cen-
tred on the optic axis, the leaky beam rate was essen-
tially the same as when the frame was fully retracted.
It was concluded that fully-adjustable slits at this loca-
tion would not be effective in suppressing leaky beam
while allowing full transmission of desired recoil ions.

Data acquisition and analysis

Continued improvements to DAQ software have
been made. Software controlling the EPICS data read-
out has been improved and all hardware devices con-
nected to the DRAGON separator via EPICS can
be viewed in on-line histograms. Planned upgrades
to hardware have begun with the purchase of several
VME modules including two CAEN V785 peak-sensing
ADCs and one CAEN V1190B TDC.

Electrostatic dipoles

The recoil ions from the 40Ca(α, γ)44Ti experiment
(Expt. 1024) had higher electric rigidity than the re-
coils from previous experiments. Even with the use of a
charge-boosting SiN foil (described above), operation
of the first-stage electrostatic dipole, ED1, often was
required to be near 175 kV.

During high-voltage conditioning before the final
running period of Expt. 1024, the cathode HV sup-
ply suddenly began drawing excess current at voltages
above ≈140 kV. The problem was traced to track-
ing inside the nylon tube which houses the HV stack
of the cathode. The ED1 tank was vented and the
stack assembly was re-mounted in a spare tube made
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of polyethylene. HV conditioning proceeded normally
(i.e. micro-discharges causing simultaneous, brief ex-
cursions in anode current, tank vacuum and X-ray
rate) and desired high voltage was reached just at the
beginning of beam time. A similar problem had oc-
curred for the ED1 anode supply earlier in the year,
except that the excess current apparently was flowing
through a film deposited on the outside (i.e. the high
vacuum side) of the insulating tube.

8π Spectrometer
(G.C. Ball, TRIUMF)

In spring, a safety interlock system for the 8π elec-
tronics shack was fabricated, installed and commis-
sioned. The system contains smoke alarm, fan flow
and over temperature detectors. The system provides
equipment protection and fire detection in two different
modes (fast response to smoke, and warning/slower re-
sponse to fan failure and over-temperature). The unit
also has a power shutoff feature for all electronics racks
and the air conditioner.

Once again, the 8π data acquisition system (see
2002–04 Annual Reports for details) was upgraded to
increase the data throughput by installing single chan-
nel AD114 16k channel ADCs for readout of the HPGe
detectors. Following the successful tests of the perfor-
mance of BaF2 detectors integrated into the 8π ar-
ray (see Expt. 984, 2004 Annual Report for details),
the components for the full 10 element detector array
DANTE (dipentagonal array for nuclear timing exper-
iments) are being acquired and commissioning of the
array is expected in fall, 2006.

The use of the 8π γ-ray spectrometer for high-
precision β-decay lifetime measurements has been re-
ported previously (see Expt. 909, 2002–04 Annual Re-
ports). In May, 2005, the second attempt to obtain
a 34Ar beam from the TRIUMF ECR ion-source for
a high-precision lifetime measurement of this superal-

lowed β-emitter failed to produce the beam intensity
required. As a result, this experiment must wait for the
development of the FEBIAD ion source.

In July an upgraded version of PACES (pentagonal
array for conversion electron spectroscopy) (see 2004
Annual Report for details) was installed and commis-
sioned. In particular, by redesigning the liquid nitro-
gen cooling system it was possible to provide sufficient
cooling for all five SiLi detectors (see Fig. 233).

Two experiments used PACES in August. In the
first experiment, by observing the K, L and M con-
version electrons from the decay of the previously ob-
served 2.3 s isomer in 174Tm it was possible to deter-
mine the spin and parity of this isomer to be 0+ (see
Expt. 921, 2004–05 Annual Reports for more details).
In the second experiment the study of coexisting col-
lective phases in 158Er was made possible by a detailed
measurement of the β-decay of 158Tm. The results of
this experiment led by D. Kulp are reported separately
(see Expt. 973, this Annual Report).

Yield measurements were carried out with the 8π
spectrometer in September to determine the feasibility
of using a high-powered Ta target to produce 38mK for
Expt. 823 and heavy (51−53)K isotopes for a proposed
study of excited states in Ca isotopes near the “doubly
magic” 54Ca. The results led to Expt. 1064 that was
approved by the TRIUMF EEC in December.

One other 8π experiment received beam in 2005,
namely, a high-precision measurement of the branching
ratio for the superallowed β-emitter 62Ga (Expt. 823).
In this experiment the purity and intensity of the laser-
ionized 62Ga beam was improved substantially from
that obtained in the first development run in Decem-
ber, 2004. As a result, it was possible to obtain three
times the data obtained previously. This experiment is
reported in more detail elsewhere in this Annual Re-
port.

Fig. 233. Photos (left) of PACES SiLi detector array and (right) of PACES vacuum chamber mounted on 8π beam line.

188



There are currently 19 approved ISAC experiments
that will use the 8π spectrometer (Expts. 823, 909, 921,
929, 954, 955, 957, 961, 973, 984, 985, 988, 1007, 1008,
1028, 1054, 1059, 1064, 1068) including four which were
approved by the TRIUMF EEC in 2005. During the
past year a total of 42 collaborators from 13 institu-
tions actively participated in the development and/or
use of the 8π spectrometer, including: 4 undergraduate
students, 10 graduate students and 11 post-doctoral
fellows.

EMMA – The Electromagnetic Mass Analyser
(B. Davids, TRIUMF)

EMMA is a proposed recoil separator for ISAC-II.
Starting in 2007, ISAC-II will provide intense, low-
emittance beams of unstable nuclei with masses up
to 150 u and eventual maximum energies of at least
6.5 A MeV. With the imminent completion of the ac-
celerator, it is essential that ISAC-II be instrumented
with experimental equipment that will allow the ex-
ploitation of what will be the world’s most intense ra-
dioactive beams at Coulomb barrier energies. The ad-

vanced γ-ray spectrometer TIGRESS is fully funded
and will be the first apparatus available for experi-
ments. TIGRESS will be used in many different types
of experiments with radioactive beams, especially those
involving fusion-evaporation and transfer reactions.
However, the detection of γ-rays alone is seldom suf-
ficient for a successful measurement. Background ra-
diation from more probable reactions usually obscures
the signal of interest, and additional measurements are
required to isolate the γ-rays emitted by the recoil nu-
cleus being studied. The same problem occurs when
using charged particle detectors to investigate transfer
reactions. In both cases, direct detection and unique
identification of the recoil nucleus results in tremen-
dous background reduction, allowing experiments that
otherwise would be impossible to be performed. There-
fore, an efficient and selective recoil spectrometer, pos-
sessing large acceptances in angle, mass, and energy
without sacrificing the necessary beam suppression and
mass resolution, is urgently needed for the ISAC-II sci-
ence program.

Fig. 234. EMMA coupled with TIGRESS.
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An ion optical design study has been completed.
The design for EMMA is based on a symmetric configu-
ration of electric and magnetic dipoles, a proven design
that provides for energy dispersion cancellation. How-
ever, our new design represents a significant improve-
ment over existing instruments of this type. In partic-
ular, EMMA will have the largest energy and angular
acceptances of any recoil mass spectrometer, while si-
multaneously providing high mass resolving power due
to the design of its quadrupole lenses and the curvature
of its magnetic dipole field boundaries. This combina-
tion of large acceptance and high resolution will make
EMMA the most advanced instrument of its kind. It
will be an indispensable part of the ISAC-II experimen-
tal facility. Figure 234 depicts EMMA with TIGRESS
surrounding the target position.

The design of EMMA underwent both internal
(TRIUMF) and external (NSERC) technical reviews
in 2004 in order to ascertain the soundness of its ion
optics as well as its suitability for the anticipated ex-
perimental needs. Both reviews found the design to
be of very high quality. In 2005, a paper describing
the design was published in Nuclear Instruments and
Methods in Physics Research A544, 565.

TRIUMF management has deemed the project so
essential to the future of the laboratory that it has
pledged $1 M toward its construction. Moreover, in
a long-range planning exercise completed in 2005, the
Canadian nuclear physics community ranked EMMA
as its highest priority for new capital investment.
EMMA is the subject of a $2.1 M NSERC RTI grant
proposal in the 2006 competition.

TIGRESS
(G. Hackman, TRIUMF)

To take full advantage of the physics opportuni-
ties presented by ISAC-II beams, a state-of-the-art γ-
ray detector array with high efficiency and high en-
ergy resolution is needed. TIGRESS (TRIUMF-ISAC
gamma ray escape suppressed spectrometer) will sat-
isfy this need. The key features of TIGRESS have been
described in last year’s Annual Report.

In 2005 the collaboration has built on the prior
year’s accomplishments. The main highlight was
the first end-to-end in-beam test with the proto-
type clover. This test involved the first use of the
TIG-10 Rev.1 modules, improved waveform simula-
tions, and a first implementation of signal decompo-
sition. Other highlights included preliminary accep-
tance of two production clover units, receipt of one
set of production suppressors, design and strength
analysis of the full array superstructure, conceptual
design of a beam dump, and a science roadmap
meeting. Further details of the year’s progress, in-

cluding developments pertaining to auxilliary detec-
tors, may be found at the University of Guelph TI-
GRESS Web site [TIGRESS Collaboration, TIGRESS
technical progress report (unpublished) available at
http://www.physics.uoguelph.ca/∼ggrinyer/Nucweb/
files/TigressProgRep05.pdf; TIGRESS Collaboration,
TIGRESS scientific road map (unpublished) available
at ibid. TigressRoadmap05.pdf].

In-beam test

An in-beam test was performed to simulate exper-
imental conditions. A beam of 16O at 20 MeV was di-
rected upon two 50 μg/cm2 carbon foils. This popu-
lated γ-emitting excited states in 27Al by fusion evap-
oration; the recoiling residual nucleus had a velocity
of 3% the speed of light. The prototype detector was
installed with the cryostat centre line perpendicular to
the beam line and with the front face 11 cm from the
target (Fig. 235). This was well suited to testing all as-
pects of the incident-angle reconstruction algorithms.
A silicon detector was installed at zero degrees, with
a gold foil absorber that would stop beam and recoil
ions but would allow the evaporated protons to pass.
Events were read out with 5 TIG-10 Rev.1 waveform
digitizers and one TIG-C collector card also acting as
a master card (Fig. 236).

A key outcome of this in-beam test was to demon-
strate sub-segment position sensitivity. The event
waveforms collected by the TIG-10 Rev.1 cards were
analyzed by a least-squares minimization in compar-
ison to a calculated database. Based on the resulting
measurement of the first-interaction position, the mea-
sured energies were Doppler-corrected. For this first
attempt at interaction-location reconstruction, it was
simply assumed that all events corresponded to single
interactions. Figure 237 shows the original spectrum,
without Doppler correction, having a FWHM width of

Fig. 235. TIGRESS prototype clover viewing scattering
chamber for in-beam test.
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Fig. 236. TIGRESS prototype clover, single-detector pro-
totype stand, and TIG-10-based acquisition system for in-
beam test.

Fig. 237. Doppler reconstruction of the 1014 keV γ-ray
from 27Al.

12 keV. Physical reconstruction based on segment hit
information alone, without waveform analysis, reduces
this to 6 keV. Complete reconstruction based on wave-
forms reduces this still further to 4.7 keV. Given the
intrinsic resolution of the detector readout for stopped
lines and broadening due to kinematics, the difference
from physical to complete reconstruction shows that
the single-interaction reconstruction approximation is
equivalent to halving the angular uncertainty of the
spectrometer.

TIG-10 Rev.1

The in-beam test required five functioning TIG-10
cards (Fig. 238) and one TIG-C collector card. Various
directions for improvement of the TIG-10 Rev.1 were
identified. Most of them required small modifications

Fig. 238. TIG-10 Rev. 1 module.

to board components or firmware. The most troubling
was a poor energy resolution measured with sources.
Problems with card initialization, triggering, event
synchronization, and spontaneous hardware hang-ups
were traced down to a problem with the termination
of the high-speed serial link between the TIG-10 cards
and the TIG-C. This was corrected with a small field
repair to the TIG-10 cards.

The TIG-10 cards also measure the energy depo-
sition in a segment by onboard waveform analysis. In
initial tests with a complete set of TIG-10 cards, the
1332 keV line of a stationary 60Co source had a full-
width at half-maximum of 3.0 keV. The intrinsic reso-
lution of these clovers is specified as 2.3 keV or better,
which was confirmed with traditional analogue ampli-
fiers and commerical multi-channel scalers. The dis-
crepancy was initially attributed to ground loops. Fur-
ther work to optimize the pole-zero correction and the
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integration time parameters has resulted in resolutions
for the production clovers that are now 0.2 keV higher
than those measured with analogue equipment. The
source of the remaining discrepancy is still under inves-
tigation. Initially the poor resolution was attributed to
ground loops. Collaborators at Université de Montréal
are designing and testing a new front-end network that
will reduce sensitivity to common-mode noise, thus re-
ducing any future sensitivity to ground loops. If suc-
cessful this will be applied to Revision 2 modules.

Waveform simulations

Work on the simulation of position-dependent
waveforms focused on proper inclusion of crystal
anisotropy effects and quantification of systematic po-
sition errors. At the electric fields typical of an op-
erational germanium detector it is well known (but
not fully understood) that the charge carriers’ veloc-
ity magnitude and direction are non-trivial functions of
the electric field vector. In the case of the electrons, this
effect is fairly well described in terms of the electronic
band structure and effective masses. We have adopted
the algebraic formalism described in Mihailescu et al.
[Nucl. Instrum. Methods A447, 350 (2000)] to eval-
uate the electron drift velocity vectors. Depending on
the orientation of the electric field to the crystal lattice,
the magnitude of the electron drift velocity can vary
by up to 20%, and the drift direction by up to 16◦

different than the electric field direction. No similar
formalism exists for hole drift velocities. For the hole
velocities we are implementing a “magnitude match-
ing” algorithm where the hole drift speed is a weighted
average of speeds along primary cyrstallographic axis
and the drift direction is forced parallel to the elec-
tric field. When this algorithm is applied to electrons,
it underestimates the drift velocity by up to 10% for
fields applied off-axis. A systematic error of up to a
similar size could be expected for the holes, but there
is no algebraic form to describe the hole behaviour.

The systematic position reconstruction error aris-
ing from using simulated waveforms, as opposed to
measured ones, was evaluated. Owing to the coax-
ial geometry of the germanium crystals, the wave-
forms are better described as separable functions in
a cylindrical coordinate system with the coaxial core
contact concentric with the z axis. Systematic errors
were evaluated in terms of a radial position error δr
and an azimuthal position error δs = rδφ. The posi-
tion dependencies of derived parameters – rise times
of net-charge signals, amplitudes of induced signals –
were determined from the simulations. The differences
between simulated derived parameters and measured
parameters for a given, well-defined position in the
coincidence-scan data [Svensson et al., Nucl. Instrum.
Methods A540, 348 (2005)] were then scaled by the

position dependency. This effectively gives an estimate
of the systematic error in determining the location of a
measured interaction based on comparison to a simu-
lated database. In the radial direction these errors were
small: δr ∼ 0.1 mm. The azimuthal error of δs ∼ 1.8
mm arises due a consistent, systematic over-estimation
in the simulations of the amplitude of induced signals.

Further details of this work may be found in the
B.Sc. honours thesis of Robin Prest [Simon Fraser Uni-
versity (2005); see also Web site op. cit.].

Signal decomposition

While the pulse-shape simulations described in the
previous section allow for the calculation of signal
waveforms for energy deposition at a given (x, y, z) lo-
cation in a TIGRESS detector, γ-rays with energies
above 100 keV typically Compton scatter one or more
times in a bulk HPGe detector, and thus generally de-
posit energy at more than one location. Algorithms to
reconstruct the locations of multiple γ-ray interactions
based on measured waveforms are thus essential to de-
termine the first interaction location.

The first algorithm applied to TIGRESS data in-
vokes a least-squares minimization of up to two in-
teractions in a single crystal against a grid of calcu-
lated waveforms. The realization of these algorithms
is based on code developed for the GRETINA project
[Radford, private communication; codes available at
ftp://radware.phy.ornl.gov/pub/misc/decomp]. The
latter involves crystals with a much higher symmetry,
so the search space is an order of magnitude larger.
The double-interaction version of this code has been
tested by superposing the waveforms from two distinct
locations, adding 1% noise, and fitting the resulting
sum. The error in best-fit interaction (for example,
Fig. 239) locations in the plane perpendicular to the
core is typically 1 mm in most of the crystal. Errors be-
come larger and approach the 3 mm size of the search
grid when the interaction is near a segment boundary.

The single-interaction version of this fitting routine
was used in the analysis of the in-beam test data.

Production clover delivery

Two production-model clover detectors were deliv-
ered to TRIUMF in the first half of the year. Although
they exceeded specifications for γ-ray photopeak ef-
ficiency and core-contact energy resolution, they did
not meet outer-contact energy resolution specifications
that are part of preliminary acceptance. The problem
was traced to abnormally high sensitivity to room noise
(microphony). The detectors were returned to the fac-
tory and retrofitted to reduce the microphonic sensi-
tivity. Both detectors showed an acceptably low micro-
phonic sensitivity and passed preliminary acceptance.
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Fig. 239. Error in second interaction, in μm, for a given
first-interaction location, in mm. Two-interaction events
were generated for all possible pairs of (x, y) coordinates
(z = 46 mm) in the crystal. The plot coordinate represents
the coordinate of the first interaction. The value is the av-
erage of the discrepancy between the simulated and best-fit
location of the second interaction, for all possibilites of the
latter.

The coincidence scanning of these detectors is now un-
der way.

Production suppressors

Late in 2005, the first set of production suppres-
sors was received. Acceptance testing will continue into
2006.

Mechanical superstructure

In 2004 and 2005, the mechanisms for holding and
adjusting individual detector elements were refined,
and attention was focused on the overall superstruc-
ture. Two design modifications in particular were iden-
tified to simplify access to the beam line target lo-
cation. The corona (ring) and lampshade (front and
back) components of the superstructure will be fabri-
cated as six semi-monolithic pieces, to improve ease of
use and overall mechanical stability (Fig. 240). New
support pieces for individual suppressor plates have
been designed, so that in cases where the suppressor
plates lie along a split in the array, the suppressor will
remain with its nearest germanium unit when the array
is opened. This will greatly simplify cabling and align-
ment. A mounting machine for the safe insertion and
removal of the germanium units has also been designed.
Finally, a finite element analysis of the superstructure
verified a safety factor of 15 for failure and >1000
for buckling modes, and calculated that the maximum
deflection of a detector unit under load was under

Fig. 240. Semi-monolithic inner structure design.

Fig. 241. Sample finite element analysis for superstructure.

0.2 mm (Fig. 241). Further details can be found at the
TIGRESS Web site.

Beam dump

In γ-ray spectroscopy studies with radioactive
beams, special attention should be paid to the beam
optics and the beam dump to avoid backgrounds from
the decay of misdirected ions. Indeed, radioactive beam
particles that do not interact with the target need to
be stopped in a dedicated beam dump. Detailed op-
tics simulations have been carried out, based on the
characteristics of different radioactive beams at differ-
ent energies through different targets. The challenge of
the beam dump design comes from the broad charge
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state distributions of the outgoing particles, as the tar-
get plays the role of a stripper.

A conceptual design for a beam dump has been
adopted. It is based on two large acceptance Q-pole
magnetic elements (Q1 and Q2) to refocus most of the
radioactive beam particles into a shielded area. The
two quadrupoles have been repurposed from the BL2A
beam dump in the proton hall. The quadrupoles were
re-mapped and it was verified that, with the fringe,
fields would be below the 15 G for which the TI-
GRESS suppressor phototubes have been magnetically
shielded. With these quadrupoles it will be possible
to refocus the beam from one of the most challenging
cases, 132Sn at the minimum ISAC-II design energy, to
±3 cm in both directions (Fig. 242). In this configu-
ration, the beam envelope reaches the maximum aper-
ture at the second quadrupole. The conceptual design
includes a removeable beam line and an instrumented,
shielded beam dump for diagnostics (Fig. 243).
Science roadmap

In early 2005, the collaboration held a “Science
Roadmap” meeting to identify science priorities and
auxilliary detectors needed to accomplish those goals.
Proceedings from this meeting can be found at the TI-
GRESS Web site.

Fig. 242. Optics simulation for beam dump.

Fig. 243. Beam dump concept.

TPC R&D for the International Linear Collider
(M. Dixit, Carleton/TRIUMF)

Introduction

The micro pattern gas detector (MPGD) readout
time projection chamber for the International Linear
Collider (ILC) will have to measure ∼200 track points
with a resolution close to 100 μm for all drift distances.
It will be difficult to meet the resolution goal with
standard MPGD readout techniques if ∼2 mm wide
pads were used as is presently envisioned. Reducing
the pad width to improve resolution could add signif-
icantly to the TPC detector cost and complexity. The
new MPGD readout concept of charge dispersion de-
veloped at Carleton could be an attractive alternative
for the ILC TPC. In cosmic ray studies with no mag-
netic field, our prototype MPGD-TPC has achieved ex-
cellent resolution without resorting to narrower pads.

Our major milestone for the year last fall was to
study the performance of MPGD-TPCs with charge
dispersion in a 1 T superconducting magnet in a
4 GeV/c test beam at KEK. ILC-TPC R&D groups
from MPI (Munich), Saclay and Orsay groups from
France, and KEK and several university groups from
Japan participated in the beam test during which two
TPCs were tested. The Carleton TPC was outfitted
with a Micromegas endplate. The second TPC, pro-
vided by MPI was tested with both a GEM and a Mi-
cromegas endplate.

The two TPCs were in the beam at the same time,
one in the superconducting Jacee magnet and one out-
side – see Fig. 244. Data were recorded both in and

Fig. 244. Experimental set-up for TPC beam test at KEK.

194



outside the magnet for the two TPCs for several
different gas mixtures. Carleton TPC recorded close
to 500,000 events, and the MPI-TPC about 100,000
events. Data analysis is in progress. Preliminary re-
sults, described below, are quite encouraging. Trans-
verse resolution close to 50 μm was achieved with 2 mm
wide pads at 1 T for short drift distances. The depen-
dence of resolution on drift distance was as expected
from diffusion. With a much stronger suppression of
transverse diffusion at ∼4 T, the resolution goal of
100 μm appears feasible for the ILC TPC.

Cosmic ray tests and beam tests in a magnet of
MPGD-TPCs with charge dispersion

For cosmic rays tests, the small 15 cm drift length
Carleton TPC tested earlier with a double GEM
readout system was modified to accommodate a Mi-
cromegas endplate. Similar to our studies with the
GEM endplate, signals from 60 pads, 2 mm × 6 mm
each, were read out using Aleph wire TPC preampli-
fiers and digitized directly using 200 MHz 8 bit FADCs
built by the University of Montreal. The TPC and the
readout electronics were upgraded for the KEK beam
test. For improved track reconstruction in a magnetic
field, the number of pad rows was increased from 5 rows
with a total of 64 pads to 9 rows with a total of 128
pads. The DAQ and the readout system were upgraded
to increase the number of FADC readout channels and
the speed of the data acquisition system.

The second TPC for the beam test was provided
by the MPI group. It had been tested previously at
KEK with normal proportional wire, GEM and Mi-
cromegas readout endplates, where the GEM endplate
was built by the Saga University group in Japan and
the Micromegas endplate by the Saclay group. The Mi-
cromegas and the GEM endplates were modified by the
Carleton group for charge dispersion readout studies.
The data were recorded using the 11 MHz Aleph TPC
digitizers. For comparison, part of the MPI-TPC data
were also recorded using Canadian 200 MHz FADCs.

The gas used, Ar:CO2/90:10 for the initial
Micromegas-TPC tests with no magnetic field, was
chosen to simulate reduced transverse diffusion condi-
tions for a TPC in a magnetic field. Figure 245 shows
the TPC transverse resolution measured at Carleton
for cosmic rays and in the test beam at KEK. The res-
olution for the 4 GeV/c π beam is better because of
better geometry and higher dE/dx for the beam par-
ticles.

We used Ar:C4H10/95:5, P5 (Ar:CH4/95:5) and
Ar:CF4/95:5 gases for TPC beam tests in the mag-
net. P5 and Ar:CF4 are possible candidate gases for
the ILC TPC. The TPC drift fields for different gases
were adjusted to maximize the Lorentz suppression
of transverse diffusion for TPC operation in the 1 T
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Fig. 245. Transverse resolution for Ar:CO2 for Carleton
TPC with a Micromegas charge dispersion readout for cos-
mic rays and for beam particles.

magnet available for the tests. The analysis is in
progress. Some of the preliminary results for P5 and
Ar:C4H10 are described below.

Most of the data for the MPI-TPC for the triple
GEM and the Micromegas endplate were collected with
the 11 MHz Aleph Time Projection Digitizers (TPD).
These data sets are presently being analyzed at Saclay,
at DESY and in Japan. For the triple GEM endplate
with 2.3 mm × 6 mm pads, part of the MPI-TPC
data for the P5 gas were recorded using Canadian
200 MHz FADCs. Figure 246 shows preliminary results
from this measurement for 4 GeV/c pions. Due to beam

MPI TPC + Triple GEM Ar/CH4 95/5
KEK 4 GeV/c + test beam B = 1T

Prel
im

inary

Fig. 246. Triple-GEM MPI TPC resolution with charge
dispersion in the test beam with data collected for P5 gas
with 200 MHz FADCs.
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Fig. 247. Transverse resolution for beam particles for
Ar:C4H10 for Carleton TPC in a 1 T magnetic field.

geometry and local TPC field distortions, there were
very few events for the 25 cm long TPC near its ex-
tremities where there are large measurement errors.
Nevertheless, the resolution measured with the charge
dispersion is better than has been achieved previously
under similar conditions with conventional GEM read-
out techniques.

Figure 247 shows the measured transverse resolu-
tion at 1 T in the beam for Ar:C4H10 for the Carleton
TPC with the Micromegas endplate. For 2 mm wide
pads, the 50 μm resolution for short drift distances is
impressive for 105 μm/

√
cm transverse diffusion.

The dependence of resolution on drift distance was
as expected from diffusion. To date, no MPGD-TPC
read out with conventional techniques has achieved as
good resolution, whether it is in or outside a magnetic

field. With a much stronger suppression of transverse
diffusion at ∼4 T, the resolution goal of 100 μm ap-
pears feasible for the ILC TPC. Hence a charge dis-
persion MPGD endplate is a serious candidate for the
ILC TPC readout.

Future plans

A large amount of data was taken during the KEK
beam test and it will take a significant effort to analyze
this data fully.

Our measurements to date have demonstrated the
feasibility of achieving resolution limited only by dif-
fusion in a 1 T magnetic field. With a much stronger
suppression of transverse diffusion at ∼4 T magnetic
field for the ILC TPC, the resolution should get much
better – close to the ILC TPC goal of 100 μm. We plan
to demonstrate this in cosmic ray tests this summer in
a 4 T magnet at DESY.

The international effort to construct a large pro-
totype for the ILC-TPC is just starting. The large
prototype (LP) is needed to demonstrate that perfor-
mance of relatively small prototypes can be achieved
in a large-scale device. The LP is essential to provide
input to designing the ILC TPC. The Carleton group
plans to develop the charge dispersion readout option
for the LP-TPC endplate. We have built up valuable
experience in producing the first generation prototypes
and are well positioned to effectively contribute to LP-
TPC effort.

ILC TPC R&D group in Canada: D. Asner, A. Bel-
lerive, K. Boudjemline, R. Carnegie, M. Dixit, H. Mes,
J. Miyamoto (Carleton and TRIUMF), J.-P. Martin
(Montreal), and D. Karlen (University of Victoria).
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