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## Abstract

TRIUMF's Ion Trap for Atomic and Nuclear science (TITAN, located at the ISAC radioactive beam facility at TRIUMF, Vancouver, Canada) is dedicated to high precision mass measurements on short lived radioactive isotopes. The science program at TITAN included the 2 and 4 neutron halo nuclei of ${ }^{6} \mathrm{He}$, ${ }^{8} \mathrm{He},{ }^{11} \mathrm{Li}$, and ${ }^{11} \mathrm{Be}$ with ${ }^{11} \mathrm{Li}$ the shortest lived nucleus ( $t_{1 / 2}=8.5 \mathrm{~ms}$ ) ever measured in a trap. The isotope ${ }^{74} \mathrm{Rb}$ was recently investigated, as the q value of this super allowed $\beta$-decay contributes to CKM unitarity tests. In general atomic masses are a key to various fields of sub-atomic research which require specific precision. This precision can be raised by increasing the ion's charge state. TITAN implements a unique combination of an electron beam ion trap charge breeder process with a mass spectrometer for studies on short lived isotopes.

The charge breeding is coupled to an increased energy spread of the ions which counteracts the precision gain. To mitigate that effect a cooler Penning trap (CPET) is developed. CPET implements sympathetic cooling of highly charged radioactive ions, where the ions undergo energy exchanging collisions with electrons or protons used as a coolant.

This thesis is concerned with investigating the effect of the switching of the trap electrode's potentials on trapped particles. In particular possible heating effects during fast switching processes are studied. Modifying the electrode potentials is essential to trap and eject particles. This potentially counteracts the cooling process and needs to be understood and minimized.

The first part of the thesis describes the setup and the results of two different single particle simulations. Furthermore, an arbitrarily programmable multi channel power supply was attached to the CPET electrodes to study the characteristics of the supply and the impact of potential switching on the trap.
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## Chapter 1

## Introduction and Theory

### 1.1 Motivation

TRIUMF's Ion Trap for Atomic and Nuclear science (TITAN [1]) is dedicated to high precision mass measurements $\left(\delta m / m \approx 10^{-9}\right)$ of short lived radioactive isotopes (the shortest lifetime measured so far in an ion trap was $t_{1 / 2} \approx 8.6 \mathrm{~ms}$ of $\left.{ }^{11} \mathrm{Li}[2]\right)$.

Atomic masses are a key to various fields of study ([3] Chapter 9), such as nuclear astrophysical processes (e.g. [4]) which is concerned with the creation of heavier elements in exploding stellar objects. Moreover, tests of the conserved vector current hypothesis $\left(\mathrm{CVC}^{1}\right)$ and tests of the unitarity of the Cabbibo-Kobayashi-Maskawa $\left(\mathrm{CKM}^{2}\right)$ quark mixing matrix (e.g. [7]) help to explore the limitations of the Standard Model of Particle Physics. Also, proton or neutron binding energies ${ }^{3}$ can be obtained by measuring the difference in mass of neighbouring nuclei. These energies are a key to understand the forces inside the atomic nucleus (e.g. [9]).

It depends on the field of study which isotopes' masses have to be measured and with what precision ([3] Table 1). As an example, the test of unitarity of the fundamental Cabbibo-Kobayashi-Maskawa (CKM) quark mixing matrix is taken. One of the necessary experimental quantities is the $q$-value of the nuclear beta decay ${ }^{4}$. The $q$-value is the mass difference of the initial and the final isotope of the decay. In this case, the q-value of the $\beta^{+}$-decay of ${ }^{74} \mathrm{Rb}$ $\left(t_{1 / 2} \approx 64.78 \mathrm{~ms}\right)$ to ${ }^{74} \mathrm{Kr}\left(t_{1 / 2} \approx 4.5 \mathrm{~m}\right)$ is taken, which can be obtained by measuring both masses. The required precision for this purpose is $\delta \mathrm{m} / \mathrm{m} \approx 10^{-8}$ [11].

In order for the isotopes to measured, they need to be trapped electromagnetically ([3] Chapter 3) and transported along the experimental setup and are therefore ionized, typically to $\mathrm{A}^{1+}$.

[^0]One option to achieve the required precision of the mass measurement is to further increase the charge state of the ions [12]. This task is accomplished by an electron beam ion trap (EBIT [13]), which can produce highly charged ions (HCI). In an EBIT electrons from a high energy electron beam ( $E_{\text {kin }}=$ $20-40 \mathrm{keV}$ ) remove electrons of the ion via collisions. This procedure introduces energy into the system of trapped ions and increases their energy spread. However, this effect counteracts the precision gain of the mass measurement and should ideally be eliminated by cooling the ions after charge breading. A cooler Penning trap (CPET) is developed [14-18] to serve this purpose and is currently being assembled.

CPET will implement sympathetic cooling, where the ions undergo energy exchanging collisions with a charged coolant e.g. electrons, protons or other ions. A first test setup adjacent to the TITAN system is planned, which will initially implement electron cooling [18].

The cooler Penning trap is an ion trap which uses electric fields to trap, confine and eject the ions axially. Modifying the trap electrode potentials is therefore essential but also introduces potential energy into the system of trapped particles. As the particles oscillate in the electric trapping potential, this energy gain is converted into kinetic energy gain. This counteracts the cooling process and can even lead to loss of coolant and ions of interest. This thesis focuses on the effect that the switching of the trap electrode potentials has on the energy of trapped electrons. The Ph.D. thesis of Dr. Ke [15] provides values for initial energy requirements of the coolant.

The first chapter will give an introduction to Penning traps and ion cooling techniques. An overview of the TITAN setup at TRIUMF will show how these traps and techniques are implemented.

Simulations of the cooler Penning trap are performed in the second chapter. The energy of single trapped electrons is investigated while the potential of trap electrodes is changed (e.g. switched from one value to another). The aim of the simulations is to investigate the effect of the switching with respect to kinetic energy spread of the electrons.

Furthermore, an arbitrarily programmable multi channel power supply was attached to the CPET electrodes in order to study the characteristics of the supply and the impact of electrode potential switching on the trap structure (e.g. induced potential on other electrodes).

### 1.2 Penning traps

### 1.2.1 Types of Penning traps

A Penning $\operatorname{trap}^{5}[20,21]$ is a particle trap able to confine charged particles in all three spatial dimensions using a constant strong magnetic dipole field and a constant weak electric field. The typically electric quadrupole field is produced by at least three electrodes which are placed in the homogeneous field region of a magnet. A sketch of an ideal Penning trap, also called precision trap, is


Figure 1.1: Sketch of an ideal hyperbolic (left) and cylindrical (right) Penning trap with with indicated applied trapping potential $U_{\mathrm{dc}}$ and magnetic field $\vec{B}$ [19]. The magnetic field lines run along the trap centre axis $z$. The radial cylindrical coordinate is $\rho$.
shown in Fig. 1.1 (left) which is a hyperbolical Penning trap consisting of three electrodes and a magnet. The magnetic dipole field forces the charged particles to a circular motion around the magnetic field lines, thus confining them radially in two dimensions based on the Lorentz force law $\vec{F}=q(\vec{E}+\vec{v} \times \vec{B})$.

Axial confinement is provided by a quadrupolar electric field. In an ideal Penning trap, the electric quadrupole potential is [21]

$$
\begin{equation*}
U(\rho, z)=\frac{U_{0}}{4 d^{2}}\left(\rho^{2}-2 z^{2}\right) \tag{1.1}
\end{equation*}
$$

with $U_{0}=U_{\mathrm{dc}}$ being the potential difference between the trapping electrodes. In the ideal case the electrodes are hyperbola of revolution ${ }^{6}$ with the geometry $\rho^{2}-2 z^{2}=\rho_{0}^{2}$ of the centre or ring electrode and $\rho^{2}-2 z^{2}=-2 z_{0}^{2}$ of the outer electrodes or end caps. The value of

$$
\begin{equation*}
d=\sqrt{\frac{z_{0}^{2}}{2}+\frac{\rho_{0}^{2}}{4}} \tag{1.2}
\end{equation*}
$$

is a measure for the characteristic trap dimension. In order to trap positively charged particles the end caps are set to a positive potential relative to the ring,

[^1]

Figure 1.2: Simulation screenshot of a hyperbolic Penning trap (left) and a cylindrical Penning trap (right) with lines of equal potential. The trap axis, as well as the magnetic field lines run from the bottom centre to the top centre of the figures. The particles also enter and leave the trap this way. These sketches are taken from simulations of the TITAN mass spectrometer MPET (left) and the cooler Penning trap CPET (right).
which forces the charged particles towards the axial centre of the trap. As the real trap electrodes are not ideal (e.g. hyperbola of revolution are ideally infinite in size), correction electrodes are implemented to generate a trapping potential $U$ as close to Eq. (1.1) as possible.

The cylindrical Penning trap (Fig. 1.1, right) is constructed of at least three electrodes of cylindrical shape. In order to confine positively charged particles the outer electrodes are set to a positive potential relative to inner electrodes. Due to the cylindrical shape, the trapping potential $U$ contains higher-order electric multipoles, which can be suppressed by applying correction potentials to additional electrodes. The magnetic field again provides radial confinement perpendicular to the centre axis $z$. The length of a cylindrical Penning trap is limited by the length of the homogeneous region of the magnet. It allows a larger storage volume and can be used to set up multiple trapping regions depending on the number of trap electrodes. The outer electrodes of a trapping region are in the following referred to as trap walls, gate electrodes or trap gates. A sketch of a hyperbolical and cylindrical Penning trap including lines of equal potential $U$ is shown in Fig. 1.2.

Based on Laplace's equation $\vec{\nabla}^{2} U=0$ it is not possible to confine particles in more than one dimension with a constant electric field, because of the global minimum at the potential source. Charged particles are pushed away from the outer towards the centre electrode. To prevent the particle from hitting the centre electrode and thus leaving the trap, radial confinement is provided by
the magnetic field. An alternative approach is to apply an alternating potential

$$
\begin{equation*}
U_{0}=\frac{1}{2}\left(U_{\mathrm{dc}}+U_{\mathrm{rf}} \cos \omega_{\mathrm{rf}} t\right) \tag{1.3}
\end{equation*}
$$

to the electrodes. This setup is called a Paul trap ${ }^{7}$. The Paul trap provides three dimensional confinement to charged particles without a magnetic field. The trapping potential $U$ is more complex and contains a time dependent term leading to a so-called micro motion of the particles.

### 1.2.2 Mass measurements with Penning traps

The above mentioned motion of a trapped charged particle in an ideal Penning trap is a superposition of three independent harmonic oscillations[23].

- The reduced cyclotron motion, with a frequency of $\omega_{+}$is the circular movement of the particle around the magnetic field lines. Charged particles develop a cyclotron motion in a pure magnetic field with a frequency depending on their mass, charge and the strength of the magnetic field. If an electric field is added the frequency reduces to $\omega_{+}$.
- The axial motion, with a frequency of $\omega_{z}$ is induced by the electric field. It is an axial motion of the particle around the field minimum.
- The magnetron motion is caused by the precession of the magnetic moment of the reduced cyclotron motion in the electric field. It leads to an oscillation frequency of $\omega_{-}$.

The frequency of the particle's motion in the trap is called the cyclotron frequency and is given by [21]

$$
\begin{equation*}
\omega_{c}=\sqrt{\omega_{+}^{2}+\omega_{-}^{2}+\omega_{z}^{2}}=\frac{q}{m} B . \tag{1.4}
\end{equation*}
$$

For an ideal electric quadrupole field the three eigenfrequencies are

$$
\begin{gather*}
\omega_{z}=\sqrt{\frac{q U_{0}}{m d^{2}}}  \tag{1.5}\\
\omega_{+}=\frac{\omega_{c}}{2}+\sqrt{\frac{\omega_{c}^{2}}{4}-\frac{\omega_{z}^{2}}{2}}  \tag{1.6}\\
\omega_{-}=\frac{\omega_{c}}{2}-\sqrt{\frac{\omega_{c}^{2}}{4}-\frac{\omega_{z}^{2}}{2}} \tag{1.7}
\end{gather*}
$$

where $q$ is the particle's charge, $m$ its mass, $B$ the strength of the applied magnetic field, $U_{\mathrm{dc}}$ the trapping potential in proper polarity and $d$ the half distance between the trapping electrodes. The particle's mass can therefore be

[^2]

Figure 1.3: Sketch of the TOF extraction setup [19] including the ion trap, drifttube and detector. The axial component of the magnetic field along the axis $z$ is shown.
derived if $q, B$ and $\omega_{c}$ are known. Two methods are presented which can be used to measure the cyclotron frequency of a particle in a Penning trap.

As this thesis is concerned with an experimental setup which performs highaccuracy mass spectrometry on ions, the term "charged particle" is mainly used as a synonym and also to indicate, that some processes and techniques are valid for all charged particles.

Both hyperbolical Penning traps (e.g. TITAN) and cylindrical Penning traps (e.g. JYFLTRAP[24]) are used to carry out precision mass measurements using the follwoing method.

## The Time of Flight (TOF) mass measurement method

The TOF method [25] (e.g. used by TITAN) determines the cyclotron frequency by measuring the flight time of an ion from the trap to a detector positioned at a apecific distance.

A quadrupole radio frequency $\left(\mathrm{RF} \text {, e.g. } \omega_{0} \approx 8.697056 \mathrm{MHz} \text { for }{ }^{85} \mathrm{Rb}^{13+}\right)^{8}$ electric field is applied to the trap electrodes, with a frequency of $\omega_{0}=\omega_{c}$. The RF field causes an oscillatory conversion of the ion's magnetron motion into pure reduced cyclotron motion. One complete oscillation is obtained after a time $T_{\mathrm{r}}$. This process is called quadrupole excitation. After the excitation, the ions are extracted from the precision trap. A voltage pulse is therefore applied to the end cap electrodes and also used as a start signal for the particle time of flight measurement. During extraction, depending on its magnetic moment $\vec{\mu}$ the particle is pulled with a force [19]

$$
\begin{equation*}
\vec{F}=-\vec{\mu}(\vec{\nabla} \vec{B})=\frac{E_{\mathrm{r}}}{B} \hat{z}(\vec{\nabla} \vec{B})=-\frac{E_{\mathrm{r}}}{B} \frac{\partial B}{\partial z} \hat{z} \tag{1.8}
\end{equation*}
$$

through the magnetic field gradient $\vec{\nabla} \vec{B}$ along the trap axis $z$ towards the detector. Its radial energy $E_{r}$ is converted into axial kinetic energy. The particle then hits a multi channel plate (MCP) detector defining the end signal of the TOF. A sketch of the experimental setup including the magnetic strength is


Figure 1.4: TOF measurement of ${ }^{8} \mathrm{Li}$ as a function of applied frequency including the theoretical curve as a fit [26]. A typical dataset taken at TITAN.
shown in Fig. 1.3.
This process is repeated for different frequencies $\omega_{0}$ close to $\omega_{c}$ where the particles are always extracted after $T_{r} / 2$ (having made exactly one full conversion for $\omega_{0}=\omega_{c}$ ). The more $\omega_{0}$ differs from $\omega_{c}$, the more incomplete the motion conversion is. While extraction this results in less axial kinetic energy and a longer TOF. The resulting TOF spectrum then has a global minimum for $\omega_{0}=\omega_{c}$. The time of flight as a function of applied frequency can be fitted in order to obtain the cyclotron frequency. A sample spectrum is shown in Fig. 1.4.

## The fast Fourier Transform Ion Cyclotron Resonance (FT-ICR) mass measurement method

The FT-ICR method [27] (e.g. used by MIT ICR [28]) determines the frequencies of all motions of the charged particle in the trap. This method is non destructive.

The oscillating trapped particle induces image currents onto the segmented ring electrodes of the trap. A Fourier analysis of the induced current shows maxima at all three oscillation frequencies $\left(\omega_{+}, \omega_{-}, \omega_{z}\right)$. High-accuracy mass measurements are usually performed using single (or very few) ions [3] to avoid frequency shifts due to space charge effects. The radius of the circulating ion in the trap is kept as small as possible to minimize the impact of inhomogeneities of the trapping field. A major difficulty of this method therefore is noise suppression, as the signal of the oscillating particle is very weak.

[^3]

Figure 1.5: Sketch of the ion motions in a Penning trap undergoing a cooling process [19].

## Dipole cleaning

Dipole cleaning [29] is used to clean unwanted ion species off the trap before starting the mass measurement procedure, so that only or mostly ions of interest remain. The reduced cyclotron frequency $\omega_{+}$of a trapped contaminant particle is applied to two trap electrodes. The dipole excitation increases the radius of the particle's cyclotron motion until the particle hits a trap electrode. In order for the dipole cleaning to work, the frequency has to be applied in a direction radial to the trap centre axis. In a Penning trap, this can be achieved by either splitting the ring electrode in two halves or by adding correction electrodes.

### 1.3 Cooling techniques

If the energy of a trapped ion bunch is decreased, the width of its energy distribution and respectively the energy spread of the ions decreases. This process is called cooling. The opposite case is called heating. Cooling results in decreasing the motional amplitudes of the stored ions as illustrated for the two radial motions in Fig. 1.5. Cooled ions can therefore be trapped in a smaller volume and are less affected by inhomogeneities of the electric and magnetic trapping fields [19].

Different techniques exist to cool particle bunches [3, 30]. These techniques either affect all three motional amplitudes individually or introduce a coupling of motions, where only one or two components are actively cooled, but kinetic energy is continuously converted between all degrees of freedom. The remaining motions are therefore passively cooled.

I our case the following requirements need to be fulfilled: fast, efficient and universally applicable (e.g. to a variety of ion species with different $m / q$ ).

### 1.3.1 Resistive cooling

Resistive cooling is used for example in $g$-factor experiments on simple systems in Penning traps [31]. As previously mentioned, trapped particles in a Penning trap induce image currents onto the trap electrodes. An external circuit resonant to the particle's oscillation frequency can be attached between two trap electrodes to successively absorb the current, transform it to thermal energy and dissipate it to the environment [19, 32]. The exponential energy loss of the particles has a time constant of

$$
\begin{equation*}
\tau=\left(\frac{2 z_{0}}{q}\right)^{2} \frac{m}{\omega L} \frac{1}{Q} \tag{1.9}
\end{equation*}
$$

where $z_{0}$ is the half distance between the electrodes (see Fig. 1.1), $q$ the ion charge, $\omega$ the particle's oscillation frequency, $m$ the particle's mass, $L$ the inductance of the circuit's inductor, and $Q$ the quality factor of the circuit. The quality factor is a measure for the energy absorbency of the circuit, which depends on the temperature difference of the ion ensemble and the circuit electronics. Finally the ions and the circuit will be in a thermal equilibrium. The circuit is generally put in contact with a liquid helium bath at 4.2 K .

The narrow resonances of the circuit make it necessary to build different circuits for different values of $q / m$. With resistive cooling, cooling times in the order of 100 ms to seconds can be achieved, which makes this method inapplicable for short-lived isotopes.

### 1.3.2 Evaporative cooling

Evaporative cooling is used for example in Bose Einstein condensation (BEC) [33]. This method is implemented by lowering the trapping potential, so that it no longer provides confinement to the most energetic ions. The remaining ions remain in the shallower potential and re-establish a thermal equilibrium by collisions.

A certain loss of the distribution of particles of interest is a disadvantage of this method. The tail of the energy distribution is cut off, the amount of loss depends on the temperature that has to be achieved and the cooling time. The loss increases if the potential is lowered so fast that the ions don't have time to establish a thermal equilibrium. The process can be continued until only a few low energetic ions remain. If the goal of the cooling is to result in only one or very few cold ions and loss is therefore maximised, then the potentials can be lowered very fast making this approach the fastest cooling process.

This method can also be implemented in an environment where particles undergo a procedure that introduces heating (i.e. in an electron beam ion trap [34]). If a particle gains a sufficient amount of energy during this process the trap potential no longer provides confinement and it "boils" out of the trap. To minimize the loss of the particles of interest, particles with a lower charge state $q$ can be added to the trap. Ions need an energy $E=q \cdot U_{0}$ to leave the trap. The potential trap wall is effectively lower to them leading to a higher probability
of evaporation during the process. The amount of energy they transport away lowers the temperature of the remaining particles, when they re-establish a thermal equilibrium.

### 1.3.3 Buffer gas cooling

Buffer gas cooling is used for example at TITAN to cool the ion beam prior to the precision mass measurement [35]. Neutral buffer gas is added to the trap. The particles then undergo energy exchanging collision with the gas molecules. The influence of the particle collisions with background gas can be described by a damping term in the particles' equations of motion which is proportional to the ions charge to mass ratio and the gas temperature and pressure [3]. Buffer gas cooling actively reduces the energy of all three oscillations. It also couples the motions.

As the ions axial amplitude decreases due to the damping axial energy is converted into radial energy. The amplitude of the radial magnetron motion therefore shows a slow net increase over time. A quadrupolar RF field with the true cyclotron frequency $\omega_{0}$ has to be applied additionally in order to establish an additional coupling of the two radial motions. Magnetron motion can then be reduced over time by converting its energy into reduced cyclotron motion, which is actively cooled [36].

With buffer gas cooling cooling times in the order of 10 ms can be realised. It cannot be used for HCI, as the ionisation potential of the ion increases with its charge state. The HCI would capture electrons, ionize the gas, and change their charge state.

### 1.3.4 Laser cooling

Laser cooling is for example used in BEC as pre-cooling step before evaporative cooling [33]. Laser cooling is a very effective cooling technique for reaching very low temperatures $\ll 1 \mathrm{~K}$. The laser is tuned slightly below an electronic transition of the particle to be cooled. While the particle is moving towards the laser source it is Doppler-shifted into resonance. The probability of photon and thus momentum absorption is increased, slowing the particle down. Deexcitation of the particle then occurs randomly into every direction, resulting in a zero average momentum gain [19].

This method is not optimal for use as a broadband cooler (i.e. for various HCI), as electronic transitions vary for different particles. This could be compensated by sympathetic laser cooling, which uses laser cooling to cool specific ions (e.g. $\mathrm{Be}^{+}, \mathrm{Mg}^{+}, \mathrm{Ba}^{+}, \mathrm{Hg}^{+}, \mathrm{Yb}^{+}, \mathrm{Sr}^{+}, \mathrm{Ca}^{+}, \mathrm{In}^{+}$) [30]. These ions are then used as a coolant for the ions of interest [33].

### 1.3.5 Sympathetic cooling

Sympathetic cooling is referred to [30] as cooling of ions with ions of a different species due to Coulomb collision. Other sources [37] refer to sympathetic cooling
as the cooling of protons with electrons. In this thesis sympathetic cooling will refer to cooling techniques implementing protons, ions and also electrons as a coolant. Hot ions will loose energy by undergoing energy-exchanging Coulomb collisions with the coolant. This process is discussed in greater depth in [15] Chapter 3.1.5, which presents simulations concerning cooling times and electron and proton densities required in order to cool bunches of hot ions.

This method can be applied for example in a cylindrical Penning trap with a sufficient number of electrodes. So called nested potentials have to be set up in the trap to confine particle with different charge, charge polarity and mass in the same trap volume. Nested potentials are potential wells formed by trap electrodes in different regions of the trap. This enables one to confine (different) particles at specific positions (see Fig. 1.6).

## Electron cooling

Electron cooling is used for example to cool anti protons in the process of producing antihydrogen atoms [38]. The advantage of using electrons (over protons or ions) as a coolant is their ability to self cool in a magnetic field. A charged particle which is accelerated in a magnetic field emits energy in form of synchrotron radiation [15, 39]. The circular motion of the electron around the magnetic field lines is associated with the time dependent radial energy as

$$
\begin{equation*}
E(t)=E_{0}^{-\gamma t} \tag{1.10}
\end{equation*}
$$

where (in Si-units)

$$
\begin{equation*}
\gamma=\frac{e^{2} \omega^{2}}{3 \pi \epsilon_{0} m_{\mathrm{e}} c^{3}} \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega=\frac{e B}{m_{\mathrm{e}}}, \tag{1.12}
\end{equation*}
$$

and $E_{0}$ is the initial radial kinetic energy, $\epsilon_{0}$ the electric constant, $e$ the charge of the electron, $m_{\mathrm{e}}$ its mass, $B$ the magnetic field strength and the time $t$. Synchrotron radiation therefore only cools the two radial components of the electron's movement. The axial energy of an electron in a Penning trap is reduced mainly due to collisions of the electrons with themselves, which couples the axial energy components with the radial components. Also the acceleration change at the turning points of the axial movement is causing synchrotron radiation and the reflection at the end caps of the trap also contributes to a mixing of degrees of freedom due to inhomogeneities of the trapping fields and non ideal axial alignment of the trap axis.

The cooling time constant $\tau=1 / \gamma$ depends on the field strength and is $\tau \approx$ 0.1 s for $B=7 \mathrm{~T}$.

As the amount of emitted energy scales inversely with the $3^{\text {rd }}$ power of the mass (Eq. (1.10)), this effect is negligible for protons or heavier particles.

The disadvantage of electron cooling is the possibility of electron recombination, especially for HCI, as it alters the charge state $q$ of the particles to be


Figure 1.6: Schematic of the proposed electron cooling cycle for CPET in four steps[17]. a) Accumulation of electrons. b) Electrons have accumulated in nested potentials and cooled down via synchrotron radiation, hot HCI enter the trap. c) HCI loose energy by colliding with the electron clouds. d) cooled HCI are separated from the electrons and ejected from the trap.
cooled. Simulations ([15] Chapter 3.2) have shown, that HCI can be cooled down to an average energy of $E \approx 1 \mathrm{eV}$ allowing more than $95 \%$ of the HCI in the desired charge state to survive. A window of opportunity allows one extraction of the cooled particles before the recombination becomes dominant.

A schematic of the proposed electron cooling cycle for CPET is presented in Fig. 1.6. Electrons are first injected into the trap and lose energy due to synchrotron radiation. After the electrons cooled down, the HCI are loaded. As the ions fly through the nested electron wells they lose energy due to energy exchanging Coulomb collisions.

## Proton cooling

Proton cooling [16] would avoid recombination of the electrons and hence preserve the charge state but the self cooling mechanism is strongly suppressed as compared to electrons. A larger amount of initially cold protons has to be available, which is challenging to realise and limited by the proton source. Calculations ([15] Chapter 3.1.5) have shown, that with an initial density of $10^{7}$ electrons $/ \mathrm{cm}^{3}$ and $10^{8}$ protons $/ \mathrm{cm}^{3}, 10^{3} \mathrm{HCI}$ with initial energy of $500 \mathrm{eV} / \mathrm{q}$ can be cooled down to $1 \mathrm{eV} / \mathrm{q}$ within a fraction of a second.


Figure 1.7: Photograph of the TITAN setup at TRIUMF

### 1.4 Mass measurements at TITAN

### 1.4.1 General setup of the facility

TITAN $^{9}$ [1] is located at the Isotope Separator and Accelerator (ISAC ${ }^{10}$ [40]) facility at TRIUMF ${ }^{11}$, Canada's National Laboratory for Particle and Nuclear Physics.

The ISAC facility produces singly charged radioactive ion beams (RIB) for a variety of experiments using the isotope separator on-line (ISOL) method [41].

A continuous high intensity ( $I \leq 100 \mu \mathrm{~A}, E=500 \mathrm{MeV}$ ) proton beam is produced by the TRIUMF cyclotron and directed onto a solid target. Nuclear reactions lead to a production of various isotopes lighter than the target material. They diffuse out of the target and are ionized using different techniques such as surface or laser ionization to a charge state of $q=1$. Different targets are used to provide a large variety of different radioactive ion species.

The singly charged ions (SCI) are then electrostatically accelerated into the magnetic dipole separator which enables the selection of ions based on their charge to mass ratio.

[^4]After selection the SCI can be delivered to the low energy ( $E \leq 60 \mathrm{keV}$ ) experimental area or be further accelerated via a radio frequency linear accelerator (RFQ Linac) and a variable energy drift tube Linac (DTL). TITAN is located at the low energy experimental area.

### 1.4.2 TITAN setup

TITAN is a precision mass measurement setup which consists of three (later four) ion traps. The first two (three) ion traps are used to prepare the ion beam from ISAC in such a way, that the precision of the mass measurement in the fourth ion trap can be maximised.

The scientific goal of TITAN, are high precision mass measurements of short lived isotopes as a key to nuclear physics, nuclear astrophysics and weak interaction studies. These applications require the relative precision of atomic mass measurements between $\delta \mathrm{m} / \mathrm{m} \approx 1 \times 10^{-7}$ to $1 \times 10^{-9}$. TITAN implements the TOF method with a precision Penning trap to measure the masses of ions. The relative precision of the measurement method has the following dependencies [42]

$$
\begin{equation*}
\frac{\delta m}{m} \propto \frac{m}{T_{r} q B \sqrt{N}} \tag{1.13}
\end{equation*}
$$

Due to the nature of the experiments performed, the precision is limited by the following factors:

1. The RF excitation time $T_{r}$ cannot be arbitrarily increased, as the measurement time is limited by the life time of the short lived isotope (e.g. $t_{1 / 2} \approx 8.6 \mathrm{~ms}$ of $\left.{ }^{11} \mathrm{Li}\right)$.
2. The magnetic field strength of the precision trap magnet is $B \approx 3.7 \mathrm{~T}$ and cannot be easily increased. 25 T magnets can be manufactured [43] but have lower field homogeneity. This option would also be an expensive major system change. The precision gain would still be limited to a factor of $\approx 8$ for $B=25 \mathrm{~T}$. The largest field for an operational Penning trap system is $B=9.4 \mathrm{~T}$ [44].
3. The number of ions $N$ is defined by the ISAC beam intensity and cannot be increased. Higher statistics could be obtained by increasing the number of separate measurements, which is limited by the time window of availability of radioactive beam.

The remaining option of increasing the mass measurement precision is increasing the ion's charge state $q$. Equation (1.4) shows, that $\omega_{c}$ increases with increasing $q$, thus increasing the radial kinetic energy $E_{r}$ of the ion. This leads to an increase of axial kinetic energy while extraction and to a higher resolution of the TOF method.

The TITAN setup therefore implements the unique combination of an electron beam ion trap (EBIT) [12] with a mass measurement Penning trap for the purpose of studying short lived isotopes. The ions are trapped in the EBIT [13]


Figure 1.8: Scheme of the TITAN setup showing the path of the ions from the ISAC facility to the precision Penning trap MPET including the RFQ cooler and buncher, the EBIT charge breeder, the $m / q$ selection stage and the future CPET cooler trap.
and with the use of an electron beam their charge state of initially $q=1$ is raised. Electrons from the EBIT electron gun collide with the electrons from the ions. A large amount of kinetic energy is transferred as they have the same mass. This energy is sufficient to remove electrons up to a specific binding energy. To date, with an electron beam energy of up to 5 keV a mass measurement on ${ }^{85} \mathrm{Rb}$ with $q=17$ has been successfully realized. With an envisioned electron beam energy of 40 keV the production of He -like Uranium ${ }^{12}$ would be possible $(q=90)$. This would result in an idealized improvement of the measurement precision by almost two orders of magnitude.

The TRIUMF cyclotron produces a continuous proton beam and hence the RIB delivered by ISAC is also continuous (DC). In order for the charge breeding process in the EBIT to be fast and efficient, a cooled and bunched ion beam has to be injected. The TITAN facility therefore uses a radio frequency quadrupole (RFQ) cooler and buncher [35]. The RFQ accumulates ions from the continuous ISAC beam, cools them using buffer gas cooling, and ejects them as a bunch (AC). The path of the ions through the TITAN setup is shown in Fig. 1.8 and Fig. 1.9.

An unavoidable side effect of the charge breeding inside the EBIT is an increased energy spread of the ion beam, which counteracts the precision gain. The high intensity electron beam heats up the ion bunch. Based on data from [45, 46] spreads of tens of $\mathrm{eV} / q$ are expected. This effect can be cancelled out by cooling the ions prior to injecting them into the MPET. The cooler Penning trap CPET has been developed to serve this purpose.

The ions have a different velocity based on their $m / q$ ratio. A selection stage allows the selection of ions of a specific $m / q$ ratio by defining a time window. Ions that are travelling faster and thus arriving earlier at the gate will be cut out of the bunched beam. The same concept applies for ions slower than the selected window. The last step of the setup is the mass spectrometer, which is a hyperbolic precision Penning trap.

### 1.4.3 The cooler Penning trap (CPET)

The cooler Penning trap CPET is a cylindrical Penning trap. It will be used to cool HCI with an energy spread on the order of 10 eV to an energy spread
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Figure 1.9: Sketch of the TITAN experimental setup at ISAC at TRIUMF [18]. Arrows indicate the direction of the ions with (blue, solid line) and without (red, dashed) being sent to the EBIT, as well as the future position of the cooler Penning trap. The setup is designed so that SCI (red, dotted line) can be injected directly into the MPET for singly charged measurements.
of 1 eV using various cooling techniques such as electron cooling. The cooling process will lead to an increased precision of the mass measurement performed in the subsequent Penning trap. A first setup aims at cooling times on the order of seconds. Future cooling times on the order of 100 ms are envisioned.

CPET consists of 29 inner trap electrodes and two longer electrodes which form the trap gates (or trap walls). The whole setup resides in a 7 T superconducting magnet. Different types of particles (e.g. HCI, SCI, electrons and protons) can be trapped in the same trap volume by formation of nested potentials [18]. A layout of the assembly is shown in Fig. 1.11 and Fig. 1.10. A photograph of the assembly is presented in Fig. 1.12.

Sympathetic cooling was chosen to be used with CPET because it is fast, efficient and universally applicable to different ion species (e.g. different $m / q$ ). Initially a stand alone test setup is planned which implements electron cooling with its own electron and ion source as shown in Fig. 1.10.

Based on the Eq. (1.10)-(1.12) the synchrotron radiation energy loss de-
pends on the strength $B$ of the magnetic field. CPET resides in a $B=7 \mathrm{~T}$ superconducting solenoid. A field homogeneity of $\delta B / B=10^{-5}$ is specified by the manufacturer to be provided in a cylindrical region of 100 mm length and 50 mm diameter in the centre of the magnet, where the electron self-cooling time constant is $\tau \approx 0.1 \mathrm{~s}$.

Besides electron and proton cooling, CPET can also be used to investigate $m / q$ ion separation techniques and evaporative cooling. Two sections among the 29 trap electrodes consist of one 8 -split electrode each which is surrounded by two half split electrodes (see Fig. 1.10). The 8 -split electrodes can be used as quadrupoles to couple radial motions of trapped particles. They can also be used to investigate storage techniques like rotating wall electric fields [47], which create an additional centre force on the particles thus increasing their density. The four half split electrodes can be used for dipole cleaning. Arbitrarily programmable power supplies and an elaborate switching scheme are required to allow injection and extraction of different species and dynamic variation of the trapping potentials.

The CPET setup further consists of two long drift tubes on each side of the trap in order to transport the coolant and the HCI into the homogeneous region of the magnetic field. Various Einzel lenses and steerers will help facilitate the injection of the different particle types. Bi-polar high voltage (HV) switches enable the transmission of two different species (HCI and either electrons or protons). On the left side of Fig. 1.11 the feed through section of the setup is shown where 45 electrical connections to the trap electronics are guided out of the vacuum.

As the cooling process initially happens on a 1 s time-scale, the vacuum has to be sufficiently high in order to reduce the likelihood of collisions of coolant and the ions with background gas. Collisions with background gas could lead to particle loss or electron-ion recombination with electrons from gas molecules. Four $500 \mathrm{~L} / \mathrm{s}$ turbo pumps will be aided by a specially coated vacuum pipe ${ }^{13}$ to maintain a constant pressure of $p<10^{-10}$ mbar [17].

After successful implementation of CPET, the cooling cycle will be optimised to work on a 100 ms timescale. Shorter cooling times are limited by the electron cooling process [15]. Shorter cooling times might be possible for protons if a sufficient proton density can be achieved. Protons can absorb more kinetic energy due to their higher mass, whereas electrons heat up very fast during the cooling process. In order for the electrons to further cool the ions, they need to radiate away their excess energy which is limited by the synchrotron radiation time constant of $\tau \approx 0.1 \mathrm{~s}$.
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Figure 1.10: Sketch of planned CPET test setup including diagnostic electronics and vacuum setup.


Figure 1.11: Vertical cut through the CPET SolidWorks assembly including the feed through section (left), the centre trap electrodes and the 7 T superconducting solenoid.


Figure 1.12: Photograph of CPET electrode structure containing the 29 gold plated trap electrodes. The longer gate electrodes and drift tubes on either side are labeled. The four white discs are ceramic wire guides.

## Chapter 2

## Electron manipulation with the cooler Penning trap

This chapter gives an overview of the cooler Penning trap operation cycle, as well as different electron injection or loading techniques. The concept of particle manipulation (axial transfer) in the cooler Penning trap is introduced and further investigated. Electrons are used as a sample species for this purpose in a 1D and 3D simulation of CPET. At last, the timescale of the synchrotron radiation cooling process of electrons in the 7 T magnetic field is determined.

### 2.1 The cooler Penning trap operation cycle

The previously mentioned electron cooling will be investigated with CPET. The electrons and the highly charged ions (HCI) will have to be injected, stored, separated, and ejected from the trap. These operations are called ion or electron manipulation and are performed using time dependent potentials, which are applied to the trap electrodes. The detailed cooling operation cycle is under development and will consist of the six following basic steps. Steps 1, 4, and 6 are also presented in Fig. 2.1.

1. Electron injection. (Duration: 100 ms to several seconds.)
2. Stop electron injection, electrons cool via synchrotron radiation. (Duration: 100 ms - several seconds.)
3. Prepare for HCI injection: raise potential on exit trap gate (Duration: few microseconds.)
4. Injection of HCI and switch of entrance trap gate. (Duration: 100 ns .)
5. HCI cooling. (Duration: $100 \mathrm{~ms}-$ seconds).


Figure 2.1: Schematic of the proposed operation cycle of CPET [18]. Electrons enter from the right, HCI from the left. Displayed are sample potentials of step 1 (top scheme) the injection of the electrons, step 4 (centre scheme) injection of the HCI and step 6 (bottom scheme) extraction of the HCI. The inner trap region is formed of individual ( 0 to 200 V ) potentials (light blue) floated on a 2 kV platform (grey).
6. End of HCI cooling: HCI are now ready for extraction, waiting in the trap. (Duration: milliseconds.)

Two different electron injection methods planned to be tested with CPET.
The dynamic loading involves a static setting of the trap electrodes potentials and a continuous electron beam. The electrons enter the trap with a kinetic energy slightly higher than the trap gate potential. They lose axial energy inside the trap primarily due to collisions with electrons reflecting on the second gate. The electron beam density needs to maximised for this method work. The result is that the electrons do not have enough axial energy to leave the trap again via the entrance gate.

The multiple loading involves a bunched electron beam which is injected into the trap. The trap gate is open until an electron bunch enters the trap region. The trap gate is then closed before the reflected electron bunch leaves the trap region. By modifying trap electrode potentials, the electrons will be moved away from the entrance gate, towards the exit gate of the trap. They are confined there by lowering ${ }^{1}$ electrode potentials in the centre of the trap. The trap now consists of two trapping sections. An electron storage section is
on the far side of the trap entrance and an empty section is close to the trap entrance, which is ready to receive a new bunch of electrons. The trap gate is reopened and the next electron bunch injected. After the trap gate is closed, the potential wall in the centre of the trap is lowered and all electrons are moved to the far side of the trap. This process is repeated until a sufficiently high electron density is achieved.

An electron density of $10^{7}$ electrons per $\mathrm{cm}^{3}$ has to be achieved in order for the electron cooling process to work on a sub-second timescale [15] for $\approx 10^{3}$ HCI at $500 \mathrm{eV} / \mathrm{A}$. In order to achieve this density new storage techniques like rotating wall electric fields [47] will be tested. To date electrons densities of $1 \cdot 10^{11} \mathrm{~cm}^{-3}$ can be trapped and stored successfully [48].

### 2.2 Adiabatic Transfer of charged particles

Injecting the coolant (electrons or protons), initiating the cooling process, and ejecting the ions will involve a large number of potential switching operations of the trap electrodes, depending on the injection method. These switching operations introduce a change of potential energy into the system of trapped particles. The individual particle will gain a specific amount of energy depending on its current position in the potential well and the size of the potential shift $\Delta x$ (see Fig. 2.2). As the energy of the trapped particles increases, their energy distribution broadens and respectively the particle bunch is heated. This effect is independent of the form of the potential well. A harmonic potential is chosen in the presented study, as it is simple to describe mathematically.

In the following text a "fast" process refers to an operation that happens within an infinitesimal small time step $\Delta t_{\text {rise }}$. The particles do not change their position in the trap significantly during that period of time. A process being "slow" refers to an event stretching over a period of time in which the trapped particles have performed a large number of axial oscillations. It is first investigated how the particles are affected by fast potential changes. Section 3.3 (page 41) will then introduce the CPET electronics and describe how the switching process can be slowed down. Two non-realistic extreme switching modes are described next to illustrate the energetic impact of different stepsizes on the trapped particles. Both transfer a trapped particle bunch over the same distance $\Delta x$. The optimal switching mode lies in between.

The voltage of the electrodes which form the trapping potential is switched fast and in one step from one value to another. The average position of the particle bunch has shifted by $\Delta x$. The heating inflicted by this switching mode is maximal resulting in an unefficient cooling process. The switching might even result in a loss of coolant if particles gain enough energy that the potential barrier no longer provides confinement.

The second mode consists of an infinite number of infinitesimal small and fast potential changes. This mode is comparable to one slow potential change
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Figure 2.2: Sketch of a particle in a moving harmonic potential. The position of the centre of the potential is $y(t)=v t$, where $v$ is the speed of the potential, leading to a position of the particle of $r(t)=y(t)-x(t)$ (left). The right figure shows the energy gain or loss for a particle being at position $x$ and $-x$ in the potential, when the potential is undergoing a movement step of $\Delta x$.
and does not affect the energy of the trapped particles. This switching mode is called adiabatic switching. The process of shifting particles along the trap axis without introducing heat is called adiabatic transfer of particles. Although only an ideal switching process can be adiabatic, in the following the meaning of adiabatic switching behaviour will be minimized inflicted heating.

This chapter is concerned with establishing the values of timing and voltage step sizes causing the least amount of energy gain of the trapped particle bunch. First, a statistical approach is presented. This approach is based on an instantaneous movement ( $\Delta t_{\text {rise }}=0$ ), which is not physically possible but was chosen because it inflicts the theoretical maximum of energy gain.

No interaction between particles is assumed, which allows to investigate single particles of the particle bunch. The following calculations and simulations are based on a single particle trapped in a harmonic potential, as shown in Fig. 2.2. The probability distribution of a particle in a 1D potential is given by

$$
\begin{equation*}
\rho(x)=\frac{1}{\pi} \frac{1}{\sqrt{A^{2}-x^{2}}} \tag{2.1}
\end{equation*}
$$

with a standard deviation of

$$
\begin{equation*}
\sigma_{x}=\sqrt{\left\langle x^{2}\right\rangle-\langle x\rangle^{2}}=\sqrt{\left\langle x^{2}\right\rangle} \tag{2.2}
\end{equation*}
$$

with

$$
\begin{equation*}
<x^{2}>=\int_{-A}^{A} x^{2} \rho(x) d x \tag{2.3}
\end{equation*}
$$

and where $A$ is the amplitude of the particle's oscillation, which is related to its initial energy (see Fig. 2.3).


Figure 2.3: Harmonic potential (blue, solid line) and probability distribution (green, dashed) of a particle within it. The blue points are potential values which were used to interpolate the potential function.

Moving the potential $U(x)$ (and thus the particle's average position) by $\pm \Delta x$ (in one step) leads the particle to either gain energy $\Delta E_{+}$:

$$
\begin{equation*}
\Delta E_{+}=U\left(-\left(\sigma_{x}+\Delta x\right)\right)-U\left(-\sigma_{x}\right) \tag{2.4}
\end{equation*}
$$

or lose energy $\Delta E_{-}$:

$$
\begin{equation*}
\Delta E_{-}=U\left(\sigma_{x}-\Delta x\right)-U\left(\sigma_{x}\right) \tag{2.5}
\end{equation*}
$$

As an example the harmonic potential function

$$
\begin{equation*}
U(x)=\frac{1}{2 e} k x^{2} \tag{2.6}
\end{equation*}
$$

is used with a spring constant of

$$
\begin{equation*}
k=\frac{2 e 100 V}{(2 d)^{2}}=4.26 \times 10^{-32} \mathrm{Nm}_{\mathrm{e}} \tag{2.7}
\end{equation*}
$$

and respectively

$$
\begin{equation*}
\omega^{2}=\frac{k}{m_{e}}=0.0468 \frac{\mathrm{~N}}{\mathrm{~m} \mathrm{~kg}} \tag{2.8}
\end{equation*}
$$

The values of Eq. (2.6) to (2.8) were derived from real CPET geometry data and will be discussed in detail in Section 2.3 (page 25).

As an example, an electron with a kinetic energy of 500 eV in the harmonic potential (2.6) is investigated. Based on the Eq. (2.4) and (2.5), the gain or loss of the particle's energy can be calculated. On average, if the movement of the potential is small compared to the amplitude, a particle on one side of the potential will gain potential energy, whereas a particle on the other side will lose

Table 2.1: Overview of the relation of amplitude $A$ of electrons with an energy $E_{e}$ in the harmonic potential (2.6), the number of potential switching operations $N$ needed in order to shift the potential over a length of $L=30 \mathrm{~cm}$ and keep $\Delta x \leq A$, the resulting time between switching steps $\Delta \mathrm{t}=T / N$ with $T=100 \mu \mathrm{~s}$ and the switching frequency $f=1 / \Delta t$.

| $E_{e}(\mathrm{eV})$ | $A(\mathrm{~cm})$ | $N$ | $\Delta t(\mathrm{~ns})$ | $f(\mathrm{kHz})$ |
| ---: | ---: | ---: | ---: | ---: |
| 0.1 | 0.09 | 346 | 289.2 | 3458 |
| 1 | 0.27 | 109 | 914.4 | 1094 |
| 10 | 0.87 | 35 | 2891.6 | 346 |
| 100 | 2.74 | 11 | 9144 | 109 |

potential energy, depending on the direction in which the potential is moving. A fast movement (in this case it is instantaneous) of the potential by a distance equal to $10 \%$ of the particle's amplitude is compared with two jumps of $5 \%$ :

$$
\begin{align*}
\Delta E_{+}(10 \%) & =75.7 \mathrm{eV}  \tag{2.9}\\
\Delta E_{-}(10 \%) & =-65.7 \mathrm{eV}  \tag{2.10}\\
\Delta E_{++}(5 \%) & =37.9 \mathrm{eV}  \tag{2.11}\\
\Delta E_{--}(5 \%) & =-32.9 \mathrm{eV} \tag{2.12}
\end{align*}
$$

For a potential movement of $150 \%$ of the amplitude one gets:

$$
\begin{align*}
& \Delta E_{+}(150 \%)=2185.7 \mathrm{eV}  \tag{2.13}\\
& \Delta E_{-}(150 \%)=64.3 \mathrm{eV} \tag{2.14}
\end{align*}
$$

The above calculations show that when performing the movement, the energy gain of trapped particles is always larger than the energy loss, resulting in an average gain of kinetic energy for a large number of trapped particles. The energy gain introduced in the two $5 \%$-jumps is less than in the single $10 \%$-jump, leading to a statement that smaller switching steps are causing less energy gain. The potential movement of $150 \%$ of the particles amplitude shows an energy gain in both cases and an energy spread, which is two orders of magnitude larger than in the $10 \%$ case. It is assumed and further investigated in the next section, that the heating dramatically increases when the size of one movement step is equal to or larger than the amplitude.

Next, the desired electrode switching frequency for transferring electrons is derived. Electrons trapped in the harmonic potential are to be transferred from one side of the Penning trap to the other, which is taken to be a distance of $L=30 \mathrm{~cm}$. The calculation is based on the operation cycle discussed in Section 2.1 (page 19). It presents a time-scale for switching processes of 100 ms to 1 s . The time for the shift of the potential over the entire 30 cm length is set to a much shorter value of $T=100 \mu \mathrm{~s}$. This will allow for some hundreds of operations, which are required by some injection methods and give leeway for future improvements of the cooling process.

Table 2.1 shows the amplitude $A$ of the particle in the harmonic potential (2.6), corresponding to the initial energy $E=U(A)$. As one potential movement step should not be larger than the length of $A$, the number of operations $N=$ $L / A$ will be required to shift the potential over the whole length of $L$. As the entire operation should be performed in a time $T$ and we assume equal time, one switching operation has to be performed every $\Delta t=T / N$. This leads to a switching frequency of $f=1 / \Delta t$.

For CPET, electrons with kinetic energy on the order of 10 eV will initially enter the trap. The statistical approach therefore suggests switching steps of $\Delta x \approx 0.9 \mathrm{~cm}$ every $\Delta t \approx 3000 \mathrm{~ns}$, leading to a switching frequency of about $f \approx$ 300 Hz .

### 2.3 1D Simulations

The magnetic field in CPET traps the electrons and ions radially, so the axial trapping (using potentials applied to the trap electrodes) can therefore be simplified to a one dimensional problem. In this Section a 1D simulation of different switching scenarios is presented. Mathematica [49] was used to solve the differential equation for a particle in a moving harmonic potential. A step function was used to simulate the switching of the electrodes from one potential set to another. Different step sizes and frequencies are tested with respect to their heating effect.

### 2.3.1 Electron motion in a switched potential

A simple harmonic potential

$$
\begin{equation*}
U(x)=\frac{1}{2 e} k x^{2} \tag{2.15}
\end{equation*}
$$

is designed using five CPET electrodes at $100,25,0,25$, and 100 V (see Fig. 2.3). The length of a CPET electrode, including the distance to the neighbour electrode, is $d \approx 1.37 \mathrm{~cm}$. For simplicity it is assumed that the electric field in the centre of each electrode matches the electrode's potential and is not influenced by the potential of the neighbour electrodes. This simplification leads to an underestimation of the actual potential. The simplified potential is compared to the real potential in the 3D simulations chapter (see Fig. 2.10, page 33, discussed later). The potential dependent spring constant

$$
\begin{equation*}
k=\frac{2 e \cdot 100 \mathrm{~V}}{(2 d)^{2}}=4.26 \times 10^{-32} \mathrm{Nm}_{\mathrm{e}} \tag{2.16}
\end{equation*}
$$

can then be derived in SI units simply by using the $x=2 d, U=100 \mathrm{~V}$ data point (see Fig. 2.3). It follows that

$$
\begin{equation*}
\omega^{2}=\frac{k}{m_{e}}=0.0468 \frac{\mathrm{~N}}{\mathrm{~m} \mathrm{~kg}} \tag{2.17}
\end{equation*}
$$

The Lagrange equation of the particle in the moving potential is:

$$
\begin{align*}
L & =\frac{1}{2} m(\dot{y}-\dot{x})^{2}-\frac{1}{2} k x^{2}  \tag{2.18}\\
y(t) & =v t  \tag{2.19}\\
r(t) & =y(t)-x(t) \tag{2.20}
\end{align*}
$$

This leads to the equations of motion for the particle:

$$
\begin{align*}
\frac{\partial L}{\partial \dot{x}} & =-m(\dot{y}-\dot{x})  \tag{2.21}\\
\frac{\partial L}{\partial x} & =-k x  \tag{2.22}\\
0 & =-k x+m(\ddot{y}-\ddot{x})  \tag{2.23}\\
\ddot{x} & =-k x  \tag{2.24}\\
\ddot{r} & =-k(r-y) \tag{2.25}
\end{align*}
$$

The total energy of the particle is given by:

$$
\begin{align*}
E & =T+V  \tag{2.26}\\
& =\frac{1}{2} m \dot{r}^{2}+\frac{1}{2} k x^{2}  \tag{2.27}\\
& =\frac{1}{2} m \dot{r}^{2}+\frac{1}{2} k(y(t)-r)^{2} \tag{2.28}
\end{align*}
$$

For the movement of the potential, the step function

$$
\begin{equation*}
y(t)=\left\lfloor\frac{t}{\Delta t}\right\rfloor \Delta t \tag{2.29}
\end{equation*}
$$

was used, where $\Delta t$ is the time step size.
Mathematica was used to solve Eq. (2.25). A function was written which outputs the maximum energy of a trapped particle after a specific amount of switching steps. The initial energy of the particle $E$, the number of switching steps $N$ and the total time $T$ are input into the function. The same initial values as in the last section are used. The Mathematica code can be found in Section B. 1 (page 74).

By performing this simulation, two different regions are investigated. As stated previously, it is tested if the potential movement steps should be smaller than the particles' amplitude. As the amplitude changes with every step, the initial amplitude $A$ is used as a reference point. The energy gain of the particle was investigated in two different cases. First, the step size $\Delta x$ was varied in relation to the initial amplitude of the particle in the potential. Second, the "speed" $(\Delta t / \Delta x)$ of the potential was varied over a range close to the speed of the particle.


Figure 2.4: Simulated total energy as a function of time of a trapped electron in a harmonic potential undergoing potential jumps of $\Delta x=0.9 \mathrm{~cm}$ (red, 33 jumps), 3 cm (blue, 9 ), 9 cm (green, 3 ). The initial energy of the electron in all three cases is 100 eV .

### 2.3.2 Jump size and amplitude dependency of the energy gain

A result of how the particle's energy changes over time is shown in Fig. 2.4. An electron with 100 eV kinetic energy ${ }^{2}$ is put into the harmonic potential. The electron starts at a random position inside the potential with a random initial velocity ${ }^{3}$.

The potential is shifted over the length of $L=30 \mathrm{~cm}$ in $100 \mu \mathrm{~s}$, in three (green), nine (blue), and 33 (red) steps. The initial amplitude of every electron is $A \approx 2.7 \mathrm{~cm}$, based on the initial energy. The potential jump sizes are listed in Table 2.2. It can be seen that the maximum energy gain rises non linearly with $\Delta x / A$. This is further investigated.

From Fig. 2.4 it can be seen, that the energy does not rise infinitively. There is a potential, initial energy and step size dependent frequency, which makes the total energy oscillate over time. This frequency is due to the time dependence of the Lagrangian and can also be observed when the potential is moved linearly (Eq. (2.29) replaced by the linear function $y(t)=t$ ). In the linear case the amplitude of this frequency is on the order of $A$.

The dependence of the energy gain on $\Delta x / A$ is further investigated by running the described Mathematica function for different initial electron energies $E$, step sizes $\Delta t$ and total shifting times $T$. Every result is derived from a mean over $\mathrm{n}=2500$ runs (see Fig. 2.5), where the initial electron (total) energy is fixed

[^8]Table 2.2: Simulated maximum total energy $E_{\max }$ of an electron in the harmonic potential Eq. (2.15) after three different switching processes (see also Fig. 2.4). The initially electron energy is 100 eV , oscillating with an amplitude $A$. The switching processes consist each of $N$ switching steps, shifting the potential over a length of $\Delta x$ every $\Delta t \mu \mathrm{~s}$. The resulting potential jump to initial amplitude ratio is shown in column $\Delta x / A$.

| $\Delta t(\mu \mathrm{~s})$ | $N$ | $\Delta x(\mathrm{~cm})$ | $A(\mathrm{~cm})$ | $\Delta x / A$ | $\mathrm{E}_{\max }(\mathrm{eV})$ | graph color |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 30 | 3 | 9 | 2.7 | $333.33 \%$ | 2100 | green |
| 10 | 9 | 3 | 2.7 | $111.11 \%$ | 1300 | blue |
| 3 | 33 | 0.9 | 2.7 | $33.33 \%$ | 150 | red |



Figure 2.5: Simulated maximum energy $E$ of an electron with 1 eV kinetic starting energy after $N=10$ jumps in $T=10 \mu \mathrm{~s} . E$ is an average over $n$ simulations. The value of $E$ stabilizes at around $\mathrm{E}=88.6 \mathrm{eV}$ for a large number of runs and the deviation the results from this value decreases with increasing $n$.
and its position and velocity direction are chosen randomly. The magnitude of the velocity depends on the position of the particle in the harmonic potential. The number of $n=2500$ was chosen to achieve a stable result with an adequate simulation time of about 40 min .

An example call of the Mathematica function looks like:

```
FindMaxEnergyAvg[stepsize, totaltime, starting energy, iterations]
FindMaxEnergyAvg[10, 2420, 100, 2500]
```

Fig. 2.6 shows the power dependence of the energy gain $\Delta E$ on the jump size divided by the amplitude $\Delta x / A$. The region with a ratio $\leq 1$ shows energy gain limited to the order of the initial energy and is identified as adiabatic region. This meets the previous assumption that the size of the potential jump should be smaller than the amplitude of the particle. It can also be observed that electrons with a higher starting energy gain more energy for the same jump size to amplitude ratio. The data was fit using a power function.


Figure 2.6: Simulated energy gain $(\Delta E)$ as a function of jump size divided by amplitude ( $\Delta x / A$ ) plotted in a logarithmic scale (upper plot). The amplitude $A$ is constant and determined by the starting energy of the electron $E$, the step size $\Delta x$ is varied. The bottom plot shows the energy difference between the data and the fit, normalized by $\Delta x / A$ and $E$.

A systematic effect can be observed in the bottom plot, where the difference between the data and the fit is shown normalized by $\Delta x / A$ and $E$. The normalized energy gain shows a minimum for $\Delta x / A$ on the order of 1 . For a lower starting energy $E$ the minimum shifts towards a higher ratio. This leads to the conclusion that the energy gain does not solely depend on $\Delta x / A$, but also on $\Delta x$ and $A$ individually. It can be explained by the fact that the electron with $E=1 \mathrm{eV}$ oscillates in a shallower region of the harmonic potential, where potential jumps in the order of its amplitude have a smaller effect. The probability distribution of the particle in the potential (see Fig. 2.3) suggests the highest probability for the electron's location to be close to the walls of the potential. A potential jump therefore has the highest probability of transferring the maximum amount of energy to the electron depending on its amplitude.

For a higher jump size to amplitude ratio (past the energy gain minimum) the gradient of the energy gain increases. The region of $\Delta x / A>20$ was not investigated further as $\Delta E$ is on the order of keV in all three cases. Therefore this region is not relevant for the experiment. Also the $\Delta E$ results obtained from Mathematica for ratios $>20$ were mostly faulty (in the order of eV ),


Figure 2.7: Simulated total energy gain as a function of start energy $E$ for two different switching times $T$ and $\Delta t$ and a fixed number of switching steps of $N=1000$.
which leads to the conclusion that the step size was too large for the internal numerical $\mathrm{ODE}^{4}$ solver. The last point in the $E=1 \mathrm{eV}$ series at $\Delta x / A=55$ is therefore considered faulty as well.

In the following, different combinations of total time $T$, step size $\Delta t$, and initial electron energy $E$ were simulated based on the number of switching steps $N=T / \Delta t$ and shown in Fig. 2.7. The energy gain is fitted using a power function and determined to rise approximately like a square root function of the starting energy. Higher starting energy leads to a larger amplitude of the electron in the harmonic potential. The ratio of the amplitude and the constant jump size therefore gets larger, leading to a smaller energy gain, as discussed before. A physical fit function could not be determined and was not found to be crucial for the interpretation of the results.

Fig. 2.8 shows simulation results for a total shifting time of $T=10000 \mathrm{~ns}$. The region of $N>100$ shows a total energy gain in the order of the initial energy. For $N<100$ the energy gain shows a high increase. A number of $N=100$ switching steps corresponds to a potential shift of 3 mm .

### 2.3.3 Velocity dependency of the energy gain

The oscillation frequency of the electron in this potential is:

$$
\begin{equation*}
\nu \approx 34.41 \mathrm{MHz} \tag{2.30}
\end{equation*}
$$

leading to an oscillation period of

$$
\begin{equation*}
\frac{1}{\nu} \approx 29.06 \mathrm{~ns} \tag{2.31}
\end{equation*}
$$

When the switching time gets closer to, or even smaller than $1 / \nu$, the adiabatic region is left and the energy gain increases dramatically. This behaviour is
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Figure 2.8: Simulated total energy gain over number of switching steps, with $T=10 \mu s$ total time.


Figure 2.9: Simulated total energy gain over time step size, with $\mathrm{N}=100$ switching steps and $T=10 \mu$ s total time.
illustrated in Fig. 2.9, where the total energy gain as a function of switching time is plotted. The adiabatic region is determined to start at a minimum switching time of $\Delta t \approx 10 \mathrm{~ns}$. Below that value the potential movement gets "faster" than the electron and therefore keeping it on the "left" side of the harmonic potential (refer to Section 2.2, page 21) and a large amount of energy is transferred to it.

The energy gain as a function of step size for $\mathrm{N}=100$ (corresponding to a switch step size of $\Delta x \approx 3 \mathrm{~mm}$ ) is plotted in Fig. 2.9. For step sizes greater than 10 ns the energy gain for all starting energies is almost constant. The energy gain is significantly smaller than in the region where the step size is smaller than 10 ns . The same value for a minimal step size of 10 ns was determined for $\mathrm{N}=10$ and $\mathrm{N}=1000$.

Table 2.3 presents selected energy gain simulation results from this chapter.

Table 2.3: Mathematica simulation results. Shown are the times between each switching step $\Delta t$, the total switching time T , the number of switching operations N , the total starting energy of the electrons $E_{\text {start }}$, the maximum energy of the electrons obtained during the switching process $E_{\max }$, and the maximum energy gain $E_{\text {diff }}$. All voltages are in (V), times in $(\mu \mathrm{s})$, and energies in (eV).

| $\Delta t$ | $T$ | $N$ | $E_{\text {start }}$ | $E_{\text {max }}$ | $E_{\text {diff }}$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 0.01 | 2.42 | 242 | 100 | 104.92 | 4.92 |
| 0.005 | 1.21 | 242 | 100 | 108.78 | 8.78 |
| 0.01 | 2.42 | 242 | 200 | 206.76 | 6.76 |
| 0.01 | 2.41 | 241 | 30 | 32.7 | 2.7 |
| 0.01 | 1.22 | 122 | 30 | 36.1 | 6.1 |
| 0.01 | 0.78 | 78 | 30 | 39.7 | 9.7 |
| 0.01 | 0.58 | 58 | 30 | 43.8 | 13.8 |
| 0.01 | 0.47 | 47 | 30 | 47.6 | 17.6 |
| 0.01 | 0.39 | 39 | 30 | 52.3 | 22.3 |
| 0.01 | 0.33 | 33 | 30 | 57.9 | 27.9 |

The same switching scenarios will be redone using a 3D simulation approach (see next Section 2.4).

### 2.43 D simulations

A 3D SimIon [50] simulation is set up to investigate the energy gain of the electrodes by switching potentials. SimIon is a charged particle optics simulation software. It is used to simulate the particles trajectory in CPET's electric and magnetic fields. The approach is based on solving the Laplace equation using the Runge-Kutta method with variable-length dynamically adjusting and controllable time-steps. The real CPET SolidWorks [51] model and the magnet manufacturer specifications were imported into the simulation. The resolution of the 3 D model after import into SimIon is 1 dot per cubic $\mathrm{mm}^{5}$. The resolution of the magnet field map is 1 dot per cubic cm. Mathematica has been used to interpolate the magnetic field map in order to match the resolution of the simulation.

The 1D simulations performed in Section 2.3 are now repeated by applying potentials to different simulated electrodes. As previously, the potential change happens immediately (from one simulation time step to the next). In order to compare the results, the same harmonic potential (see Section 2.3), built of potentials applied to five CPET electrodes, was used. The electrode voltages were $100,25,0,25$ and 100 V (compare Fig. 2.10 and Table 2.4). Every other electrode is set to the maximum value ( 100 V ).
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Figure 2.10: Overview of different potentials used in simulations. Potentials applied to CPET electrodes (stepped, blue curve), simple harmonic potential used in 1D simulations (dotted, red) and effective potential as calculated by SimIon (green, dashed curve). The horizontal axis shows simulation coordinates in mm . The vertical axis shows potential in units of V .

As every electrode contributes to the electric field at any point in the trap, the effective electric field at a given point in the trap is more complex than the simple interpolation between electrode potentials used in the 1D simulations chapter. SimIon calculates the effective field at any point in the trap internally. The difference between the harmonic potential used by SimIon and the one assumed previously is shown in Fig. 2.10. The straight blue graph shows the voltage applied to the electrodes. The dotted red graph shows the interpolation used in the 1D simulations. The dashed green graph shows the electric field used by SimIon. The effective potential along the trap axis as determined by SimIon was retrieved by sending a neutral ${ }^{6}$ particle along the central trap axis as a probe.

Table 2.4 shows a part of a sample configuration file for the SimIon simulations, which is used to apply potentials to different electrodes at given times. The difference between two consecutive times is the time step size $\Delta t$ and is always constant in each simulation. The sample dataset in the table shows how the harmonic potential is shifted over the length of one electrode (electrode numbers $28 \rightarrow 29$ ) in 60 ns and 5 steps (the first 6 lines of data).

The starting parameters of the simulation follow the approach of the 1D simulations. Electrons are randomly positioned in the harmonic potential, which is positioned at one end of the CPET trap. The potential is then moved to the other side of the trap by applying voltages listed in Table 2.4 at given times. Due to software limitations, the amount of electrons per simulation was set to

[^11]Table 2.4: Sample configuration file for the SimIon simulations. The first line indicates the SimIon internal electrode number. The first row is the time in $\mu s$ at which the potential set in corresponding line is to be applied to the electrodes.

|  | 22 | 21 | 35 | 36 | 34 | 30 | 29 | 28 | 27 | 26 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.00 | 100 | 100 | 100 | 100 | 100 | 100 | 25 | 0 | 25 | 100 |
| 0.01 | 100 | 100 | 100 | 100 | 100 | 81 | 16 | 1 | 36 | 100 |
| 0.02 | 100 | 100 | 100 | 100 | 100 | 64 | 9 | 4 | 49 | 100 |
| 0.03 | 100 | 100 | 100 | 100 | 100 | 49 | 4 | 9 | 64 | 100 |
| 0.04 | 100 | 100 | 100 | 100 | 100 | 36 | 1 | 16 | 81 | 100 |
| 0.05 | 100 | 100 | 100 | 100 | 100 | 25 | 0 | 25 | 100 | 100 |
| 0.06 | 100 | 100 | 100 | 100 | 81 | 16 | 1 | 36 | 100 | 100 |
| 0.07 | 100 | 100 | 100 | 100 | 64 | 9 | 4 | 49 | 100 | 100 |
| 0.08 | 100 | 100 | 100 | 100 | 49 | 4 | 9 | 64 | 100 | 100 |
| 0.09 | 100 | 100 | 100 | 100 | 36 | 1 | 16 | 81 | 100 | 100 |
| 0.10 | 100 | 100 | 100 | 100 | 25 | 0 | 25 | 100 | 100 | 100 |
| 0.11 | 100 | 100 | 100 | 81 | 16 | 1 | 36 | 100 | 100 | 100 |
| 0.12 | 100 | 100 | 100 | 64 | 9 | 4 | 49 | 100 | 100 | 100 |
| 0.13 | 100 | 100 | 100 | 49 | 4 | 9 | 64 | 100 | 100 | 100 |
| 0.14 | 100 | 100 | 100 | 36 | 1 | 16 | 81 | 100 | 100 | 100 |
| 0.15 | 100 | 100 | 100 | 25 | 0 | 25 | 100 | 100 | 100 | 100 |
| 0.16 | 100 | 100 | 81 | 16 | 1 | 36 | 100 | 100 | 100 | 100 |
| 0.17 | 100 | 100 | 64 | 9 | 4 | 49 | 100 | 100 | 100 | 100 |
| 0.18 | 100 | 100 | 49 | 4 | 9 | 64 | 100 | 100 | 100 | 100 |
| 0.19 | 100 | 100 | 36 | 1 | 16 | 81 | 100 | 100 | 100 | 100 |
| 0.20 | 100 | 100 | 25 | 0 | 25 | 100 | 100 | 100 | 100 | 100 |
| 0.21 | 100 | 81 | 16 | 1 | 36 | 100 | 100 | 100 | 100 | 100 |
| 0.22 | 100 | 64 | 9 | 4 | 49 | 100 | 100 | 100 | 100 | 100 |
| 0.23 | 100 | 49 | 4 | 9 | 64 | 100 | 100 | 100 | 100 | 100 |

be $\mathrm{n}=35$ instead of the previously determined value of $\mathrm{n}=2500$.
An example data result of run $\# 28$ is plotted in Fig. 2.11 showing the average position of the electron bunch as a function of time. The oscillation of the electron bunch can be observed as well as the potential shift. Fig. 2.12 shows the average energy of the electrons as a function of time. Energy oscillations as discussed in the previous chapter can be observed as well as an overall energy gain. The average of the maximum total energy of the electrons during the run was determined and is presented in Table 2.5. It is compared with the results from the 1D simulations. The results are in the same order of magnitude. Also it is found, that the values for the 1D simulation the energy gains are between $35 \%$ and $55 \%$ of the energy gain values of the 3 D simulation. The only exception being run $\# 33$, where the value is $1 \%$ larger. This seems to indicate a systematic error and that the previous approach of reducing the given problem to a 1D scenario is legitimate.

The difference of the results between the 1D and 3D simulations can be


Figure 2.11: Simulation results for SimIon run \#28. The plot displays the average position of a trapped electron bunch as a function of time. The vertical axis is defined by the SimIon coordinate system.


Figure 2.12: Simulation results for SimIon run $\# 28$. The plot displays the mean total energy of a trapped electron bunch as a function of time.

Table 2.5: SimIon (3D) simulation results and compares them with the Mathematica results (1D). All voltages are in (V), times in ( $\mu \mathrm{s}$ ) and energies in (eV).

| run \# | $V_{\max }$ | $\Delta t$ | T | N | $E_{\text {init }}$ | $E_{\max }$ | $E_{\text {diff_3D }}$ | $E_{\text {diff_1D }}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 28 | 400 | 0.01 | 2.42 | 242 | 100 | 120.1 | 20.1 |  |
| 29 | 400 | 0.005 | 1.21 | 242 | 100 | 109.3 | 9.3 |  |
| 30 | 400 | 0.01 | 2.42 | 242 | 200 | 225.1 | 25.1 |  |
| 32 | 100 | 0.01 | 2.41 | 241 | 30 | 34.1 | 4.1 | 2.7 |
| 31 | 100 | 0.01 | 1.22 | 122 | 30 | 34.0 | 4.0 | 6.1 |
| 33 | 100 | 0.01 | 0.78 | 78 | 30 | 39.6 | 9.6 | 9.7 |
| 34 | 100 | 0.01 | 0.58 | 58 | 30 | 61.6 | 31.6 | 13.8 |
| 35 | 100 | 0.01 | 0.47 | 47 | 30 | 59.2 | 29.2 | 17.6 |
| 36 | 100 | 0.01 | 0.39 | 39 | 30 | 66.6 | 36.6 | 22.3 |
| 37 | 100 | 0.01 | 0.33 | 33 | 30 | 80.6 | 50.6 | 27.9 |

attributed to a number of factors. The 3D simulation derives an average over only 35 random start positions instead of 2500 , leading to a higher statistical error (compare Fig. 2.5, page 28 in the 1D simulation chapter).

As shown in Fig. 2.10, the potential function is derived differently for the 1D simulations, leading to a slightly broader and deeper potential and is therefore a source of systematic error.

In order for the SimIon simulation to run efficiently fast, the simulation time step size has been set to a rather large value (SimIon time step quality value $=0$ ). Therefore, the electron "loses" energy over time, as the RungeKutta method becomes less precise. This effect becomes critical when simulating (long) switching processes of hundreds of milliseconds, where this type of "energy loss" was observed to be in the order of eV. This behavior is also observed in the Mathematica simulations, as it also solves the differential equations numerically. It does not have much of an effect when the total time $T$ is on the order of $\mu \mathrm{s}$, as was used in the simulations.

The theta-function like switching steps, which are used in both simulations, cause non adiabatic results by previous definition. The presented numbers are therefore assumed to present a maximum energy gain for the corresponding switching mode. Real power supplies that will drive the trap electrodes will not switch from one potential value to another instantaneously but have a specific slower rise time. The energy gain of the electrons is for this reason assumed to be less in a real environment. Therefore Table 2.5 does not contain any error values, but aims at providing only a qualitative overview of energy gains in different switching modes.

### 2.5 Simulation summary

It was found in simulations that a number of $N=100$ switching steps (corresponding to a potential jump of $\Delta x=3 \mathrm{~mm}$ ) limits the energy gain of the electrons to the order of eV , in the presented switching processes. For real CPET applications it will be possible to develop a programmable power supply, equipped with an internal memory large enough to store a few thousand data points. This would allow one to achieve roughly up to 50 switching processes similar to the ones presented to be realized. This makes potential jumps of $\Delta x=3 \mathrm{~mm}$ a good trade off between energy gain of the electrons and the number of data points to be stored in the amplifier.

The step size $\Delta t$ should not be shorter than 10 ns to keep the energy gain within the adiabatic region. The programmable power supply should therefore allow potential changes on the order of 10 ns between two voltage settings. The capabilities of a prototype amplifier, similar to the one that will be built is tested in Chapter 3 (page 41).


Figure 2.13: Calculated electron energy loss in $\mathrm{B}=7 \mathrm{~T}$ CPET magnetic field as a function of time for an $E=30 \mathrm{eV}$ electron (left). The energy loss has a cooling effect, due to the exponential dependence of the radiation on the energy of the particle. Energy evolution of electrons with different initial $\mathrm{Kr}^{36+}$ energy during electron- $\mathrm{Kr}^{36+}$ cooling process (right) [15].

### 2.6 Timescale of synchrotron radiation for electrons in CPET

In this chapter it is investigated how synchrotron radiation plays a role on the timescale of CPET operations. The CPET magnet provides a magnetic field strength in the region of

$$
\begin{equation*}
B \approx 7 T \tag{2.32}
\end{equation*}
$$

The energy of electrons in this field can be calculated as a function of time as [15, 39]

$$
\begin{equation*}
E=E_{0}^{-\gamma t} \tag{2.33}
\end{equation*}
$$

with

$$
\begin{equation*}
\gamma=\frac{e^{2} \omega^{2}}{3 \pi \epsilon_{0} m c^{3}} \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega=\frac{e B}{m} \tag{2.35}
\end{equation*}
$$

Based on the previously determined switching parameters $(N=100 \rightarrow \Delta x$ $=3 \mathrm{~mm}, T=10 \mu \mathrm{~s}$ ), the energy gain of the electrons during the described switching process will be in the order of eV. A typical kinetic energy of electrons entering CPET will be $E_{\text {kin }} \approx 10$ to 30 eV . As an example an electron with an initial energy of 30 eV is taken, which gained 5 eV during the switching process. It takes $\approx 8000 \mu$ s to cool a 35 eV electron back down to 30 eV according to Eq. (2.33)-(2.35). When increasing the number of switching steps to $N$ $=1000$ (therefore doing $\Delta x=0.3 \mathrm{~mm}$ steps in $T=10 \mu \mathrm{~s}$ ), the energy gain due to switching would be on the order of 0.1 eV . The synchrotron radiation cooling process would still take $\approx 800 \mu$ s to cool a 30.5 eV electron down to 30 eV . It is clearly visible, that synchrotron radiation cannot compensate for the switching energy gain immediately. Waiting periods of some hundreds of
$\mu \mathrm{s}$ can be introduced between steps of the cooling cycle in order to allow the electrons to cool. The timescale for the electron injection (see the point 1 and 2 in the proposed operation cycle in Section 2.1, page 19) has therefore be envisioned to be on the order of 100 ms to seconds.

The starting temperature of electrons for the HCI cooling process is taken to be $0.04 \mathrm{eV}(\approx 300 \mathrm{~K})$ [15]. It is determined that an electron with a kinetic energy of 30 eV will need 0.4 s to cool down to 0.04 eV in a 7 T B-field (see also Fig. 2.13 (left). The second step in the operation cycle is therefore planned to last 100 ms to seconds. This enables the electrons to cool down sufficiently.

Electrons will also gain large amounts of energy due to collisions with HCI during the electron-HCI cooling process. This process of cooling down HCI from a few hundred eV to a few eV was investigated [15] to happen on a 100 ms to second timescale, so that collisional energy gain is compensated by synchrotron radiation cooling (see Fig. 2.13 (right)).

## Chapter 3

## Amplifier/ electrode driver tests

This chapter gives an overview of the cooler Penning trap electronics. An arbitrarily programmable power supply similar to the one to be used at CPET was investigated. The supply is referred to as an amplifier as it consists of a $\mathrm{DAC}^{1}$ whose output voltage is further amplified ${ }^{2}$. The minimum (respectively the maximum) voltage output of the DAC results in a $-200 \mathrm{~V}(200 \mathrm{~V})$ output of the used amplifier. The performance of the amplifier was tested in stand alone mode as well as attached to the assembled CPET trap structure.

### 3.1 The cooler Penning trap electronics

The CPET electronics system will use fast bi-level HV switches and programmable amplifiers. The switches drive the drift tubes and the trap gate electrodes. The trap gates have to be switched fast to close the trap once the ions have entered to confine them inside. The drift tubes can be switched between two different voltage settings depending on the type of particles travelling through (e.g. the highly charged ions will exit the trap on the side where the electrons are injected).

The amplifiers will be arbitrarily programmable to supply 0 to 200 V . All amplifier channels will be floated together on a 2 kV platform, which matches the 2 kV potential energy that is given to the ions from the EBIT. This is as fluctuations of the platform voltage will affect every channel in the same way and will not cause potential fluctuations across channels.

In order to shape different potentials in the trap (e.g. for loading and extraction processes or to set up nested potentials) the amplifier has to be programmed to apply different potentials to the trap electrodes at given times (see also the
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Figure 3.1: Sketch of CPET electrical layout taken from [18]. The figure shows the trap structure and the connected switches and amplifiers. The drift tubes will support two different voltage settings and are supplied by bi-level Behlke HV-switches. The trap electrodes will be floated on a 2 kV platform, additional 0 to 200 V are supplied by arbitrarily programmable switches. The switches and amplifiers are configured and triggered using AWG's and programmable pulse generators (PPG's).
schematic of the operation cycle shown in Fig. 2.1 (page 20)). A dataset to be uploaded into the amplifier can look like Table 2.4 (page 34). One column is applied to an amplifier channel and the timing is the first column is provided externally by a PPG. Based on previous simulations in Chapter 2 (page 36) it was determined that the amplifier should support storage of several thousand data points. It was also found that it should support signal rise times of 100 ns to several $\mu \mathrm{s}$.

Switches and amplifiers will be controlled using the MIDAS [52] Data Acquisition Package.

### 3.2 Description of the measurement tools

In this section, the signal rise time of a prototype amplifier similar to the one planned to be used at CPET is investigated. The amplifier is first investigated in stand-alone mode with a dummy load and later connected to the CPET assembly, to investigate its behaviour with the attached capacity of the electrodes
and potential crosstalk of the trap.
The amplifier used for the tests is a GSI $^{3}$ bipolar amplifier ${ }^{4}$ [53] similar to the ones used at HITRAP ${ }^{5}$, which can deliver -200 V to 200 V in two operating modes. It can either be used as a switch, to switch between two preset voltages within the above mentioned range, or to switch sequentially between 40 preprogrammed voltage points. The configuration of the amplifier is done using LabVIEW [54] and the GSI CSframework [55]. The CS framework is a LabVIEW based control system framework for experiments. The GSI-HVSwitch2 class enables communication with the amplifier. User defined applications can be programmed in LabVIEW based on it.

The following equipment is used to perform the measurements:

- GSI amplifier box providing 6 individual amplifier units
- Agilent 33250A Arbitrary Waveform Generator (AWG) as external trigger for the amplifier
- Tektronix TDS2024C oscilloscope
- Signal cable length: 50 cm (All cables used in this chapter are RG59 [56] coaxial cables.)
- Tek P6134C - $10 \mathrm{M} \Omega$ 10x probe with additional 50 cm of cable


### 3.3 Investigation of the signal shape and rise time

This subsection is determined to provide a qualitative overview of the amplifier signal output.

The experimental setup is shown in Fig. 3.2. An oscilloscope is connected to the output of an amplifier channel using a 10x probe. No additional serial resistor $\left(R_{s}=0 \Omega\right)$ has been added to the output of the amplifier (but will be introduced later). The output of the amplifier is switched from a voltage $U_{\text {start }}$ to a voltage $U_{\text {final }}$. These values are defined using the Labview interface and will be called setpoint values. The resulting output signal is investigated. Unless specified otherwise, the term "voltage difference" will refer to $U_{\text {diff }}=$ $\left|U_{\text {final }}-U_{\text {start }}\right|$.

Comments and definitions concerning the measurements in this section:

- Rise time - The time the signal needs to get from $0 \%\left(U_{\text {start }}\right)$ to $100 \%$ $\left(U_{\text {final }}\right)$, determined on the fly on the scope screen by eye. Later, a different convention for rise time is used.

[^13]

Figure 3.2: Schematic circuit diagram of a probe and oscilloscope (OSC) connected to the output of the amplifier (AMP) using a serial resistor and a cable. The serial resistor and the cable's capacity form an RC circuit.


Figure 3.3: Measured amplifier signal rising slope from -10 V to 10 V (left) and -150 V to 150 V (right). CH1 (red) is the AWG signal at $5 \mathrm{~Hz}, \mathrm{CH} 2$ (green) is the amplifier output signal. The blue dashed lines are the set values.

- Overshoot - The percentage of signal overshoot compared to the $100 \%$ signal (determined on the oscilloscope screen).
- Total time - Time between start of the rise and the signal hitting the $100 \%$ line for the 3rd time (after the second oscillation maximum).

Two sample output signals of the amplifier are presented in Fig. 3.3. It can be seen that the signal has a large overshoot for small voltage differences (left). The signal rises from -10 V to 10 V , then rises further up to about $17.4 \mathrm{~V}(7.4 \mathrm{~V} / 20 \mathrm{~V} \approx 37 \%$ overshoot) and starts to oscillate around its final value of 10 V until it eventually stabilizes. For the second signal it can also be observed that the setpoints are not satisfied. The signal rises from $U_{\text {start }} \approx$ -156 V to $U_{\text {final }} \approx 138 \mathrm{~V}$ with $U_{\text {diff }} \approx 294 \mathrm{~V}$. This behaviour can be compensated by modifying the setpoint value, so that the output of the amplifier matches the desired voltage. The maximum signal is 158 V . The absolute signal overshoot is larger and the relative signal overshoot $20 \mathrm{~V} / 294 \mathrm{~V} \approx 7 \%$ is smaller.

The signal shows fluctuations (see Fig. 3.4) of $\approx 0.6 \mathrm{~V}$ for the -10 V (left) and $\approx 4 \mathrm{~V}$ for the -150 V signal (right).


Figure 3.4: Measured amplifier voltage stability for -10 V (left) and -150 V (right). The lines are connected for better visibility only.

The delay between the AWG and amplifier output signal change is always $\approx 200 \mathrm{~ns}$. Rising and falling slopes appear to be linear for higher voltage differences.

The following measurements were then performed next:

1. Switching from -10 to 10 V at $5 \mathrm{~Hz}, 50 \mathrm{~Hz}, 500 \mathrm{~Hz}, 5 \mathrm{kHz}$ and 50 kHz determined the signal to be stable throughout the full range of frequencies needed for the switching process. No signal change could be observed on the oscilloscope while increasing the frequency.
2. Measurement (1) was redone for a larger voltage difference of -150 to 150 V . The signal also remained stable at higher frequencies.
3. Switch at a low rate of 5 Hz from $-x$ to $x \mathrm{~V}$ with $x=10,20,30,50,70$, 100, 150. The signal overshoot and the rise times were investigated for the listed negative to positive potential changes. It was sufficient to perform this measurement for a low frequency of 5 Hz , as the amplifier signal had already been determined to be stable at higher frequencies.
4. Redo (3) with the same voltage differences but only for positive voltages (switch from 0 V to 2 x V ). Compare the rise times to the results of (3).
5. Investigation of signal falling time.

Measurements (1) and (2) do not show any signal changes on the oscilloscope screen for applying switching frequencies from 5 Hz up to a few kHz . Results of the measurement series (3) and (4) are presented in Fig. 3.5 and determine the amplifier's rise time to be about 300 ns for small voltages and to have a signal overshoot of about $35 \%$ of the signal size. The rise time increased to 700 ns for large voltage jumps, where the overshoot almost disappears. The following difference is observed between measurements (3) and (4). For small voltage differences, the rise time is a bit shorter for unipolar positive jumps whereas for larger voltage differences the total time increases. It was also observed that the falling time is faster than the rise time. A 10 V to -10 V jump only took 70


Figure 3.5: Measured signal rise times and overshoot as a function of voltage difference. Results of measurement (3) and (4). Shown is the overshoot (red, solid line), the rise time (green, dashed), and the total time (blue, dotted). The thick lines indicate measurements (3), potential jumps from negative to positive voltages. The thin lines (only possible to measure up to a voltage difference of 200 V ) indicate measurements (4) with only positive potential jumps. The lines are connected for better visibility only.
ns for falling compared to 100 ns for rising. Errors are caused by the manual determination of the values from the oscilloscope screen. This method was chosen in order to get an qualitative overview of the amplifier signal output in a short time. Later on Gnuplot ${ }^{6}$ will be used to analyse oscilloscope output data.

Being on the order of 100 ns the rise time of the amplifier signal meets the previously mentioned time requirements. The overshoot is considered problematic as it introduces additional energy into the system of trapped particles. In the next part a serial resistor will be added to the signal output of the amplifier in order to decrease back coupling and suppress the signal overshoot. The serial resistor increases the RC circuit oscillation time constant, therefore increases the rise time of the signal and suppresses the overshoot and the signal oscillation.
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Figure 3.6: Measured amplifier signal rising slope with suppressed overshoot for a -10 V to 10 V signal (left) and -150 V to 150 V (right) with serial resistance of $561 \Omega$. CH1 (red) is the AWG signal at $5 \mathrm{~Hz}, \mathrm{CH} 2$ (blue) is the amplifier signal. An $l=50 \mathrm{~cm}$ coaxial cable was used.

Table 3.1: Measured amplifier signal overshoot ( O ) and rise time ( $t_{\text {rise }}$ ) for a 5 Hz switching frequency, depending on serial resistance and voltage difference. A 50 cm cable was used. The error of the voltage reading from the oscilloscope is 0.1 V and therefore 0.14 V for $V_{\text {diff }}$ based on Gaussian error propagation.

| $V_{\text {start }}$ | $V_{\text {final }}$ | $V_{\text {diff }}$ | $\mathrm{R}(\Omega)$ | $t_{\text {rise }}(\mathrm{ns})$ | $\mathrm{O}(\%)$ | $t_{\text {total }}(\mathrm{ns})$ | comment |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| -10 V | 10 V | 20 V | none | $60(5)$ | $27(5)$ | $275(10)$ |  |
| -10 V | 10 V | 20 V | $50(1)$ | $65(5)$ | $23(5)$ | $300(10)$ |  |
| -10 V | 10 V | 20 V | $150(1)$ | $80(5)$ | $13(4)$ | $325(10)$ |  |
| -10 V | 10 V | 20 V | $561(1)$ | $200(5)$ | 0 | $200(10)$ | Fig. 3.6 L |
| -100 V | 100 V | 200 V | $561(1)$ | $400(10)$ | 0 | $400(10)$ |  |
| -150 V | 150 V | 300 V | $561(1)$ | $530(10)$ | 0 | $530(10)$ | Fig. 3.6 R |

### 3.4 Suppression of overshoot and determination of cable capacitance

A serial potentiometer was added to the output of the amplifier in order to reduce the overshoot. The implementation of a serial resistor also increases the rise time. As stated previously, this contributes to the adiabatic behavior of the switching process, but also increases the overall minimal cooling time. Results of the serial resistor measurements are presented in Fig. 3.6 and Table 3.1. It was determined that the overshoot completely disappeared for the whole range of voltage jumps for a serial resistor of at least $R=561 \Omega$, with the above mentioned 50 cm BNC cable. The shortest cable among the ones that were used was 40 cm , showing an overshoot for $R=561 \Omega$. The smallest resistance used in the following measurements is therefore $R=828 \Omega$, which completely suppressed the overshoot for all cables used and all switching operations.

For the following measurements the rise time was determined automatically by the Tektronix oscilloscope using the standard convention ( $10 \%$ to $90 \%$ ) and


Figure 3.7: Measured and fitted rising slope for $R=828 \Omega$ and $L=362 \mathrm{~cm}$ (left)/ 500 cm (right) and cable capacity obtained from the fit.

Table 3.2: Measured capacity per meter (fit. $C / l$ ) of different coaxial RG59 cables using different cable lengths $l$ and serial resistance $R$. The values are compared to the quoted value of "lit. $C / l$ ".

| run | fit $C / l(\mathrm{pF} / \mathrm{m})$ | lit $C / l(\mathrm{pF} / \mathrm{m})$ | cable $l(\mathrm{~cm})$ | $R(\Omega)$ |
| ---: | ---: | ---: | ---: | ---: |
| 37 | $102.7(0.4)$ | 67.6 | $75(2)$ | $828(1)$ |
| 38 | $110.9(0.2)$ | 67.6 | $362(2)$ | $828(1)$ |
| 39 | $109.2(0.2)$ | 67.6 | $500(2)$ | $828(1)$ |
| 41 | $120.5(0.8)$ | 67.6 | $362(2)$ | $82(1)$ |

therefore differs from the rise times determined in the first measurements. It was also found that the cable acts as a capacitor, affecting the rise time. It is first investigated how cable length and capacity relate to each other.

Fig. 3.2 shows the RC circuit consisting of the capacity of the cable and the added serial resistor. The inside of the probe is shown. Different signals were produced using various cable lengths and serial resistances and were recorded using the oscilloscope. Fig. 3.7 shows the signal output of an amplifier channel, which was switched from -10 V to 10 V using a cable length of $L=362 \mathrm{~cm}$ (left) and $L=500 \mathrm{~cm}$ (right) and a serial resistor of $R_{s}=828 \Omega$ with no overshoot. The coaxial cables (standard RG59 [56]) have a quoted capacity of 68 pF per meter [56]. As every component of the circuit has not been taken into account (i.e. the internal resistance and capacity of the amplifier), the fit results in an effective capacity for the cable, which therefore has a potentially large systematic error. Nonetheless the result of $C \approx 110 \mathrm{pF} / \mathrm{m}$ agrees approximately with the manufacturer specifications. All measurement results are shown in Table 3.2. The error for the cable length measurement is taken to be 1 cm on each end. The error of the resistance measurement is taken to be last digit of the multimeter. An error value for the quoted value of $C$ was not specified in [56] and could not be found.


Figure 3.8: Measured and fitted rising slope of a -10 V to 10 V signal as a function of serial resistance for three different connection scenarios. First, the 3.50 m signal cable is directly connected to the oscilloscope probe. Second, the signal cable is connected to an electrode through CPET's feed through section, using CPET's internal wiring and the probe is connected directly to the electrode. Last, same setup as before and in addition, the neighbouring electrodes are set to 0 V and the trap is covered with grounded aluminium foil.

### 3.5 Rise time dependence on cable length and resistance

The effect of serial resistance $R$ and cable length (i.e. cable capacity) $L$ on a rise time $t$ of the amplifier output was also investigated.

Fig. 3.8 shows that the rise time increases linearly with the added serial resistor, for a fixed cable length. The rise time errors originated from the rise time determination of the oscilloscope. The error for $R$ is again taken as the last digit of the multimeter. For the actual experiment, a cable length of at least 3.50 m from the amplifiers to the CPET feed through section will be necessary. Another $\approx 50 \mathrm{~cm}$ has to be added for internal electrode wiring. Fig. 3.8 shows the difference in rise time for connecting the cable directly to the electrode (red, straight line) or additionally using the internal CPET wiring by feeding the signal through the feed through section of the trap (green, dashed line). As a next step, the neighbouring electrodes were connected to a 0 V output of the amplifier and the whole trap was wrapped in grounded aluminium foil, in order to simulate the vacuum tube (blue, dotted line). No significant difference in rise time could be determined in that case. It can be seen that with a 3.50 m cable rise times from 100 ns to $6 \mu$ s can be produced using $100 \Omega$ to $10 \mathrm{k} \Omega$ resistors.


Figure 3.9: Measured and fitted rising slope of a -10 V to 10 V signal with specific serial resistance as a function of cable length. The oscilloscope probe is directly connected to the signal cable.

For longer rise times, it would be possible to increase the cable length or add an additional capacitor.

Fig. 3.9 shows how the rise time relates to the cable length (capacitance) for three different fixed serial resistors. As previously verified, each meter of cable exceeding the fixed 3.50 m determined for the real setup could be replaced by a capacitor of $C \approx 68 \mathrm{pF}$.

### 3.5.1 Relation between resistance and cable length

Fig. 3.10 shows how cable length (capacitance) and serial resistance relate to each other resulting in three different fixed rise times. The errors were chosen to be the precision of the multimeter used to measure the resistance of the potentiometer and 2 cm per cable for the cable length. The used fit function is a power function which can be used to extrapolate the function towards longer cable lengths or resistances.

### 3.6 Investigation of induced peak potential

This section investigates the potential induced on neighbouring electrodes, while modifying the potential on another electrode. The amount of potential induced on the neighbour electrodes when performing a potential change should be minimized, as additional potential on trap electrodes will alter the energy of the trapped particles and can therefore have undesirable effects. The experimental


Figure 3.10: Measured and fitted resistance as a function of cable length with fixed rise time. The rise time of a -10 V to 10 V signal is kept constant by adjusting the serial resistance for different cable lengths.


Figure 3.11: Photo of experimental setup. The oscilloscope and the AWG are placed on the far left side, the amplifier on is located on the right. In the front of the photograph resides the trap structure with connected probe and ground wires.


Figure 3.12: Schematic RC circuit diagram consisting of an amplifier channel (AMP) outputting a variable voltage and one amplifier channel at 0 V (alternatively this connection is grounded). Two serial resistors $R_{\mathrm{S} 1}$ and $R_{\mathrm{S} 2}$ are connected to the amplifier outputs. The two amplifier channels are connected to two (neighbouring) CPET electrodes, which form an additional capacitor ( $C_{\text {electrode }}$ ). The capacity of the cable establishing the connection from AMP to the electrode has a value of $C_{\text {cable }}$. The oscilloscope probe is connected to the electrode which is set to 0 V or ground.
set-up is shown in Fig. 3.11 and the corresponding circuit diagram is shown in Fig. 3.12. The electrode on which the potential is applied is called the main electrode or just "electrode". The electrode which is used to measure the amount of induced potential is called the adjacent or the neighbour electrode. If a number is provided then the n -th distant electrode is meant (e.g. the second neighbouring electrode (or distance 2 ) is the one right after the direct neighbour).

A first measurement result is presented in Fig. 3.13. All cable lengths were 3.50 m and $R_{\mathrm{S} 1}=1 \mathrm{k} \Omega$. The amplifier switched one electrode from 0 to 150 V . The neighbour electrode was grounded with a $R_{\mathrm{S} 2}=5 \mathrm{k} \Omega$ resistor. A peak voltage of $U_{\text {peak }} \approx 18.6 \mathrm{~V}$ was induced on the neighbour electrode. The induced voltage signal has a rise time of $\approx 247 \mathrm{~ns}$ and decays within $\approx 1052 \mathrm{~ns}$ back to ground. This section investigates possibilities for decreasing $U_{\text {peak }}$. The term "induced potential" will further refer to $U_{\text {peak }}$. The rise and decay time, as well as the induced potential depend on the amplifier signal and $R_{\mathrm{S} 2}$. For $R_{\mathrm{S} 2}=0 \Omega$ the induced potential $U_{\text {peak }}=0 \mathrm{~V}$. In the later CPET setup every electrode will be connected to an amplifier channel with a defined internal resistance. Setting $R_{\mathrm{S} 2}=0 \Omega$ is therefore not possible.

Another possibility of decreasing $U_{\text {peak }}$ is increasing the signal rise time of the amplifier. Fig. 3.14 shows the measured induced potential as a function of the amplifier rise time. The signal is a 0 to 10 V potential change. It is applied to one electrode using a 5 m coaxial cable and varying serial resistance $R_{\mathrm{S} 1}$ to vary the signal rise time. The neighbouring electrodes (two on each side) are connected to a stable 0 V output of the amplifier using a 40 cm cable and $7 \mathrm{k} \Omega$ serial resistance. It can be seen how different rise times of the signal affect the induced potential. As the influence should ideally be as small as possible, the suggested rise time for use in the actual experiment should be at least $6 \mu \mathrm{~s}$,


Figure 3.13: Measured amplifier output signal applied to an electrode and induced potential on the neighbour electrode as a function of time.


Figure 3.14: Measured induced maximum potential as a function of rise time. A 0 V to 10 V signal change is applied to the centre electrode. The measurement is performed on the neighbouring electrode. The red and solid line shows the induced voltage on the adjacent electrode, whereas the blue, dotted line shows the voltage on the second distant electrode.


Figure 3.15: Measured induced maximum potential on neighbouring electrode as a function of applied potential. A potential change of 0 V to 10 V was applied to the centre electrode using a 3.5 m cable and $1 \mathrm{k} \Omega$ serial resistance. Two neighbouring electrodes were connected to a) ground using three different resistors or b) to a 0 V amplifier output using a $1 \mathrm{k} \Omega$ serial resistance.
which would contribute to maximize the adiabatic behaviour of the potential switching.

To theoretically determine the induced potential, the rising slope of the amplifier signal has to be analysed using a Fourier transform in order to identify the frequency which causes the major part of the potential induction. The used fit function is a power dependent function, which can be used to extrapolate the data. This is sufficient for the purpose of identifying the rise time which causes the least amount of induced potential.

Fig. 3.15 shows the induced potential on neighbouring electrodes as a function of applied voltage. The neighbour electrodes were either connected to a 0 V output of the amplifier or grounded using a serial resistor $R_{S 2}$ (Fig. 3.12). It can be seen that there is little difference between the case where the neighbour electrode is connected to a 0 V output using a $R_{S 2}=1 \mathrm{k} \Omega$ resistor and the case where the electrode is connected to ground using the same resistance. The 0 V amplifier channel behaves approximately like a $1 k \Omega$ connection to ground. It can be seen that the induced potential increases linearly with the applied potential. Therefore, only the y-axis in Fig. 3.14 would rescale for different applied potentials and the shape of the graph would remain invariant. A minimal rise time of $6 \mu$ s would globally apply for all different voltage changes.

It has also been determined that the induced potential on the neighbour electrode is independent of the potential applied to it. In Fig. 3.15, this would lead to an offset on the y-axis. On the other hand, it has been observed that the induced potential on the neighbouring electrode was significantly less when the neighbour electrode does not have a static potential applied, but is simulta-

Table 3.3: Measured induced maximum voltage on neighbour electrode for a 0 V to 100 V potential change on the main electrode. The potential $U_{i}$ gets induced when the neighbour electrode is set to stable $U_{a} \mathrm{~V}$. The potential $U_{i s}$ is induced when the neighbour electrode is switched simultaneously from 0 V to $U_{a} \mathrm{~V}$. The error of $U_{i}$ is 0.1 V . The error of $U_{i s}$ is $d U_{i s}$.

| $U_{a}(\mathrm{~V})$ | 0 | 5 | 10 | 20 | 50 | 100 | 150 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $U_{i}(\mathrm{~V})$ | 2.7 | 2.7 | 2.7 | 2.7 | 2.7 | 2.7 | 2.7 |
| $U_{i s}(\mathrm{~V})$ | 2.7 | 2.2 | 1.4 | 1.2 | - | - | - |
| $d U_{i s}(\mathrm{~V})$ | 0.1 | 0.1 | 0.2 | 0.5 | - | - | - |

neously switched between two voltages as well. The larger the potential change on the neighbour, the lower the induced voltage on it. This phenomena could not be investigated in greater depth, because the resolution of the scope was not high enough to distinguish small voltage differences on top of large applied voltages.

The experimental set-up is similar to the one shown in Fig. 3.12, except that various voltages $U_{a}$ are applied to the channel marked as grounded, which is connected to the neighbour electrode. The main electrode (connected to the amplifier channel AMP) is switched from 0 V to 100 V . All cable lengths are $l$ $=3.5 \mathrm{~m}$, the serial resistor are set to $R_{\mathrm{S} 1}=R_{\mathrm{S} 2}=1 k \Omega$. The measurements that were taken are presented in Table 3.3. If the neighbour electrode is set to a static value of $U_{a}$, the induced voltage $U_{i}$ is invariantly 2.7 V . If the voltage of the neighbour electrode is switched from 0 V to $U_{a}$ simultaneously as the main electrode, the induced voltage $U_{i s}$ decreases with increasing $U_{a}$. The error $d U_{i s}$ increases with increasing $U_{a}$, as the resolution of the oscilloscope made it more and more difficult to identify the induced voltage $U_{i s}$ out of the applied voltage $U_{a}$. For values of $U_{a}>20 \mathrm{~V}$ identification of the signal was impossible.

The used oscilloscope digitized the full signal. When zooming in, the resolution decreases. This measurement could be redone with an oscilloscope which allows analogue pre-shifting of the signal before digitalization, so that the full ADC (analogue digital converter) range is available for a specific voltage range (for parts of the signal).

### 3.7 Rise times with added low pass filter

As discussed previously, the combination of different capacity and serial resistance enables control of the rise time. As these are the components of a low pass filter, such a filter could be used to suppress noise and control the rise time at once. The proposed set-up is shown in Fig. 3.16 and consists of an initial serial resistor of $1 \mathrm{k} \Omega$ directly after the output of the amplifier to suppress the signal overshoot, then the 3.50 m signal cable and lastly, directly at the feed through section connectors of the trap, the low pass filter. The filter in this set-up consists of a $C=470 \mathrm{pF}$ capacitor (which corresponds to $l \approx 7 \mathrm{~m}$ of


Figure 3.16: Schematic RC cirquit consisting of a serial resistor, cable capacity and a low pass filter.


Figure 3.17: SolidWorks drawing of a single CPET electrode.

RG59 cable) and a 0 to $10 \mathrm{k} \Omega$ potentiometer. By modifying the potentiometer from 0 to $10 \mathrm{k} \Omega$, the rise time could be manipulated linearly from 2 to $10 \mu \mathrm{~s}$, which makes this set-up a suitable choice for the actual experiment. To achieve even larger rise times, the capacitance could be increased but should be at least $C=470 \mathrm{pF}$.

### 3.8 Capacity measurement of two electrodes

A SolidWorks drawing of a single electrode is shown in Fig. 3.17 and its dimensions are listed in Table 3.4. The values are provided in the original unit of inch as used in the drawing. Based on these numbers, the capacity of two CPET electrodes was determined to be

$$
\begin{equation*}
C_{\mathrm{geo}}=\frac{A}{d}=6.8 \pm 0.6 \mathrm{pF} \tag{3.1}
\end{equation*}
$$

Table 3.4: Diameters of all holes in a CPET electrode and the electrode as a whole (in units of inch), as shown in Fig. 3.17. The third column identifies the number of corresponding holes.

|  | diameter (in) | $\#$ |
| ---: | ---: | ---: |
| electrode | 2.75 | 1 |
| holes | 0.506 | 12 |
| spacer holes | 0.063 | 4 |
| centre hole | 1.375 | 1 |
| inner ring | 1.54 | 1 |
| electrode distance | 0.29 | - |
| inner ring distance | 0.04 | - |

using the SolidWorks measurement tool. The tool does not provide errors for the measurement. The electrodes have been manufactured using a tolerance of 0.005 in for the diameters and distances specified. The error for $C_{\text {geo }}$ has been determined using Gaussian error propagation. The electrodes do furthermore not have a flat surface. Electric fringe fields are caused by the edges of the 19 holes and the inner ring. This causes an additional systematic error.

The capacity of two electrodes was also measured using the capacity setting of a Wavetech Meterman CR50 multimeter [57]. While assembled, the value is determined to be $C_{\text {asse }}=38.2 \mathrm{pF}$. Two electrodes are extracted from the trap set-up and put onto the wooden table. Their distance is maintained using four ceramic spacers which also maintain the electrode distances in the set-up. The capacity of the electrodes is now determined to:

$$
\begin{equation*}
C_{\text {meas }}=8.8 \pm 1.0 \mathrm{pF} \tag{3.2}
\end{equation*}
$$

The value of $C_{\text {asse }}$ is much higher than $C_{\text {meas }}$ as it was obtained while the trap was fully assembled including all neighbour electrodes. Also the trap wiring adds to the measured capacity as the two electrode connection wires face each other along the trap structure. The multimeter applies a known frequency of 820 Hz and a voltage $<3.5 \mathrm{~V}$ and measures the resulting voltage across the capacitor. The manufacturer specifies the error for this type of measurement as $5 \%$ of the measured value plus 1 digit uncertainty plus 0.5 pF which was taken as the error of $C_{\text {meas }}$.

### 3.9 Summary of the amplifier measurements

The cooler Penning trap operation cycle currently aims at cooling times on the order of seconds, but faster cooling cycles are envisioned and increase the requirements on the electronics hardware. Rise time can then be increased "on the fly" by adding serial resistance and additional capacity to the output of the amplifier (e.g. with a low pass filter). The rise time of the amplifier should be set to at least $6 \mu$ s in order to reduce the amount of potential conferred
to neighbouring electrodes while switching. Lowpass filter with a $C=470 \mathrm{pF}$ capacitor and a $R=10 \mathrm{k} \Omega$ resistor were found to be suitable for this purpose.

Two investigations are proposed to be performed in the future, when the correspondent equipment will be available. The influence of the very short ( $\approx$ $60 \mathrm{~ns})$ and high ( $\approx 3 \mathrm{kV}$ ) switching of the trap gates on the whole trap region should be investigated. This is crucial to investigate as this switching step happens after the HCI injection, with already cooled electrons stored in the trap. It should also be tested how a potential change on one electrode affects all the other electrodes of the trap, especially further distant ones than already investigated.

## Chapter 4

## Summary and Outlook

The main goal of the study was to investigate the effect of switching the potential of the cooler Penning trap electrodes on trapped electrons. Two different simulation approaches were chosen in the first part and produced similar results. Based on the simulations it was found that the proposed operation cycle of the cooler Penning trap operates on a timescale which lies well in the so-defined adiabatic regime. The simulations also showed that the axial manipulation of electrons should be on the same order of magnitude as their axial amplitude in the trapping potential. Furthermore, some requirements on the amplifier which is to be built were determined (e.g. the number of potential settings to be stored in memory). These information will contribute to the development of a detailed operation cycle including ion and electron injection, the cooling process, and ion ejection.

In the second part of the thesis a programmable amplifier and its influence on the trap was investigated. It was found that the amplifier signal should be fed into the trap using a 3.50 m coaxial cable combined with a specific lowpass filter. The filter reduces noise picked up from the cable and should also be tuned to increase the rise time of the amplifier signal to at least $6 \mu \mathrm{~s}$ in order to minimize the potential crosstalk between the electrodes. The performed investigation provides input for the development process of the cooler Penning trap electronics equipment and its setup in the experiment.

As a next step for the simulations, protons and HCI should be investigated. The programs presented in this thesis are easily adaptable to simulate particles with different charges and masses, which was not possible within the scope of this work. Multi particle effects like space charge and plasma effects should be taken into account to prove the validity of the single particle results or improve the simulation results. For this purpose the simulations could be redone using the particle-in-cell approach [58-61] which reaches a very high accuracy in particle trajectory calculations in electric fields and reasonable simulation times for a large number of simulated particles.

When the electronics equipment for the cooler Penning trap are fully available, the present measurements should be extended using all 29 amplifier chan-
nels and the trap gate switches.
All parts of the cooler Penning trap have undergone an extensive UHV cleaning and the assembly is to be completed within the next days. Once completed the trap structure will be ready to be placed into the magnet. A test setup including an electron and an ion source is planned and should be operational within the year. After successful tests, the cooler Penning trap will be inserted into the main TITAN beamline.
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## Appendix A

## Cooler Penning trap assembly logbook

In this chapter, the first assembly of the cooler Penning trap is documented, including progress pictures and notes about difficulties and problems.

## A. 1 Assembly

In order to run first tests, to check that no parts are missing, to insure that all the parts are fitting together as planned in SolidWorks and to get familiar with difficulties during the assembly, a so-called "dirty assembly" is performed.

For a dirty assembly every part and every screw is cleaned with soap water and acetone. This simple cleaning procedure does not meet the UHV specifications of the TITAN group. Every part is therefore still considered "dirty" and needs another extensive cleaning (which will be explained later) in order to perform the clean assembly, which is then put into the vacuum tube and subsequently into the magnet.

The assembly is started at the proton injection side of the trap, which is


Figure A.1: SolidWorks drawing of the CPET trap structure. Similar drawings were used for the assembly.


Figure A.2: Photo of CPET Bananaplug-Assembly and first 4-split steerer (left) and proton injection side of the trap including steerer, long drifttude und first wall electrode on the upper end (right).
on the left side on the drawings in Fig. 1.11 and Fig. A.1. The "banana-plug section" is assembled first. A feedthrough section, which will be assembled later, will then be plugged into it using banana connectors, to guide the electrical contacts out of the vacuum.

First, all banana plugs including ceramics and set-screws are put into the upper ring (see Fig. A.2). The second ring and a solid surface are put on top. The assembly is then turned around and all the plugs fall into the lower holes (and hopefully remain in the upper ones).

Four metals rods, a long drifttube, to guide the protons into the homogeneous magnet field region and the proton wall electrode are installed (right picture Fig. A.2). The holes in the white wire-guiding ceramics (the white discs) have to match and be in the same orientation each. A good reference point is the hole marked with a green arrow in Fig. A.5, as it is the hole, which is closest to one of the four metal rods.

First, 13 whole electrodes, then one half split electrode, one eight split, half, five whole electrodes, half, eight split, half and five whole electrodes again are stacked on top of the wall electrode and form the cylindrical penning trap, which will later reside in the homogeneous region of the 7 T CPET magnet (the electrode stacking is shown in Fig. A.3).

The distance between the electrodes is maintained by ceramic spacers. The holes that hold the spacers, are vented to the other side of the electrode. Special care needs to be taken about these vent holes, so that they are never covered


Figure A.3: Photo of the first nine gold plated whole electrodes stacked above the stainless steel gate electrode (left) and the cylindrical penning trap with all electrodes assembled (right).
by the spacers of the adjacent electrode. Every electrode has 12 large holes, as can be seen on Fig. A.4. The holes reduce the amount of material that gets introduced into the trap and also allows the electrodes to be rotated into 12 unique orientations to prevent the vent hole covering. As the electrode connectors in Fig. A. 3 show, every electrode that is added to the stack is rotated further clockwise by one hole. The 8 -split electrodes are symmetric under this rotation, their vent holes therefore have extra venting slits, so they are allowed to match the spacers on the previous electrodes.

Four metal rods, insulated with ceramic tubes, are used to hold the electrodes (Fig. A. 3 left). At this point, two ceramic tubes are currently re-done. They turned out to be slightly oval shaped and the holes in the electrodes were too small to fit them. Therefore two of the white ceramic wire guide discs were positioned right under the 8 -split electrodes to increase their stability (Fig. A. 3 right).

The 8-split electrode is best assembled on the table and then put as a whole onto the stack (see Fig. A.4).

As a last step of the inner trap region assembly, the last golden whole electrode is put onto the steel support (Fig. A.4), which is then turned around and put onto the electrode stack (Fig. A. 3 right). Special care has to be taken, that the ceramic spacers only enter the holes in the steel part and not in the trap electrode.

The complete wiring is performed in the dirty assembly as well. Wires and


Figure A.4: Photo of the assembly of an 8-split electrode (left) and preparation of the top wall electrode to be mounted on the electrode stack (right).


Figure A.5: Photo of the wire plug section defining the circled point as up for reference on the orientation in which the electrodes are mounted (left) and the complete trap assembly without wires (right).
wire insulating ceramics will be cut accordingly. Therefore, the orientation of the electrodes must not be changed between now and the final clean assembly. As every electrode can be assembled in 12 different orientations, the current electrode configuration is written down in a clock-like format. A specific point in the bananaplug-assembly, where two screws match up as shown in Fig. A.5, is used as 12 o'clock reference point.

The orientation of the electrodes, determined by the electrodes connector, and the position of the wire guide discs $(w g d)$ are as follows. Half split electrodes have two connectors, which sit at half hour positions and the 8 -split electrodes


Figure A.6: Photo of the completely assembled cooler Penning trap without electrode wiring.
are invariant under rotation.

- 7 o'clock, $8,9,10,11,12,1$, wgd, $2,3,4,5,6,7$
- nested section 1) $4 \frac{1}{2} \& 10 \frac{1}{2}$, wgd, 8 -split, $4 \frac{1}{2} \& 10 \frac{1}{2}$
- $6,7,8,9,10$
- nested section 2) same as (1)
- $12,1,2,3,4$

A problem occurred at this point. There is not enough slack for the electrode stack. The short ceramic spacers in between the electrodes are slightly too long (e.g. cut with an angle). Every ceramic spacer is slightly grinded for compensation. A fotograph of the completly assembled cooler Penning trap without electrode wiring is shown in Fig. A.6. The wiring process is described next.

## Wiring

In the first setup the second section of splitted electrodes will not be used. They were therefore shortened. The following electrode wiring process is performed in order to connect every electrode with a connector in the feedthrough section. Every wire is covered by a ceramic tube that matches its length to prevent shorts. These tubes will be referred to as "ceramics". The following wiring process has been performed.

1. Short the second dipole/octupole/dipole combo (before ceramics are inserted, or at least before the long ones are).
2. Wire the steerer and the first drift tube at the bottom, again before ceramics are placed.


Figure A.7: Schematic of the initial CPET wiring plan including the 12 'o clock reference point. Holes that are shaded red are only accessible in the first lens stack (i.e. the first seven single lenses below the first ceramic spacer), and holes that are shaded yellow are only accessible below the second ceramic spacer.
3. Insert ceramics and remaining wires, in order from bottom (first single lens at the side of the feedthrough section) to top (second drift tube).

Figure A. 7 shows a ceramic wire guide disk (also referred to as "ceramic spacer"). Four of these disks are placed along the trap in order to guide wires to the electrodes. Shown is a wiring diagram of the first disc which shows the corresponding electrode to be wired through every whole. The connections shown are labelled as follows (numbers are electrode numbers, increasing with distance from the feedthrough section):

- trap electrodes (single lenses): T1 - T26 (this includes the second dipole/ octupole/ dipole combo which will be shorted to form three single lenses),
- dipole electrodes ("2-split"): D1-D4 (D1 and D2 form the fist pair, D3 and D4 the second),


Figure A.8: Photo of electrode wiring in place (left) and of the assembled trap feed through section (right).

- octupole electrodes ("8-split"): O1-O8,
- drift tubes: L1 and L2,
- gates (or "walls"): G1 and G2,
- Lorentz steerer: S1-S3 (S1 is two of the steerer quadrants shorted to the same voltage)

The 3 -hole groups are numbered 1 through 15 , with group 1 corresponding to the pre-designated 12:00 reference point (and moving CW from there). The inner, middle, and outer radii holes in each group are further labelled as $-1,-2$, and -3 , respectively. For example, lens T7 is wired through hole 2-1, T8 through $3-2$, etc.

The guiding idea behind the wiring scheme is to minimize the need for wire running horizontally around the stack.

The gate electrodes (G1 and G2) are high voltage/fast-switching, and should therefore be placed in ceramic guides for shielding. As well, the inner radius of holes do not have a lot of clearance above the outer surface of the electrodes, and should probably be housed in guides. Ultimately, only a fraction of the wires will be enclosed in ceramics, but for now all 45 tubes (plus extras) are cut to give us maximum flexibility. The ceramic tubes are cut two inch shorter than the distance from the plug section to the electrode to be wired. All ceramic tubes are then installed on the trap (see Fig. A. 8 (left)).

In a last step, the feed through section is assembled without complications as shown on Fig. A. 8 (right). It can then be plugged onto the banana plug section on the lower end of the trap assembly. The right orientation of the plug can be determined by positioning the trap's banana plug section shifted 45 degrees relative to the equally shaped ceramics cover of the feed through section.

The assembly is checked for shorts and then disassembled for UHV cleaning.


Figure A.9: Photo of disassembled CPET showing all the parts to be cleaned.

## A. 2 Clean assembly

In order to achieve a UHV in CPET of down to $10^{-11} \mathrm{mBar}$, a very extensive and strict cleaning procedure has to be applied to all the parts being assembled. The procedure itself is described as follows:

1. Inspect the components first to ensure that all required venting holes and slots are in place. If components are excessively greasy or dirty, use a solvent bath to remove the grease. Pay special attention to any holes and tapped threads. Air guns can also be used to ensure that machining chips are removed from any holes or tapped threads.
2. Wash all components with soapy water ( $20 \%$ simple green/water mix). Again pay special attention to any holes and tapped threads. Rinse with hot city water. The purpose of this step is to ensure that all the grease, light oils and machining chips are completely removed from the part. Use clean gloves onward from this step and post process.
3. Put the component in a clean container and submerge with soapy water mix (same mix ratio as in step (2) above). Immerse container into an ultrasonic cleaner and agitate for 30 min . Ensure that the transfer medium in the ultrasonic cleaner does not contaminate the cleaning solution used.
4. Transfer the component to another clean container and rinse with hot city water.
5. Leaving the component in the same container, rinse with distilled or deionized water.
6. After rinsing, fill container to a level sufficient to submerge the part. Immerse the container into an ultrasonic cleaner and agitate for 30 min .
7. Do a final rinse of the component in the container with distilled or deionized water.
8. Transfer the component to a clean container and allow it to air dry in a dust free environment.

It is a requirement that two people work together when assembling or disassembling UHV components. All components used in a UHV system MUST first be cleaned to the UHV standards described in the procedure listed above.

1. Person $\# 1$ is to wear clean gloves. Care must be taken when placing gloves on one's hands. It is vital to keep the working surfaces of the gloves free from contaminants such as dirt, grease or skin oils. Person \#1's role is to handle and assemble the various UHV cleaned components used in the UHV system.
2. Person \#2 is not required to wear gloves as their role is as a "dirty" helper for person $\# 1$. Person \#2's major responsibility is to ensure that person $\# 1$ remains clean. If a component requires tightening, then person \#2 gets the tool required, cleans the working end of the tool with acetone and a clean tissue and then tightens the component while person \#1 holds the clean assembly. Under no circumstance does person \#1 handle tools and person \#2 handle clean components.
3. For components are contained in clean bags or storage containers; the outside surfaces of the bags or storage containers MUST be considered contaminated. In this instance person $\# 2$ opens the storage container or bag and places the bag or container in such a way that person \#1 can remove the item from the container or bag without touching anything but the component.

## Appendix B

## Simulation setup and code

## B. 1 Mathematica simulation code

## - initialize some constants

```
SetOptions[Plot, BaseStyle }->\mathrm{ {FontFamily }->\mathrm{ "Times", FontSize }->\mathrm{ 16}];
SetOptions[ListPlot, BaseStyle }->\mathrm{ {FontFamily }->\mathrm{ "Times", FontSize }->\mathrm{ 16}]
$MaxExtraPrecision = 200;
e=1.602176487*10^-19; (* elementary charge in C from nist.gov *)
m}=9.10938215*10^-31; (* mass of electron in kg from nist.gov *)
h = 6.62606896*^-34;(* planck constant in Js from nist.gov *)
hb = h / (2 Pi);
c=299792485; (* speed of light in m/s from nist.gov *)
\alpha=7.2973525376*^-3;
eps0 = 8.854187817*^-12; (* electric constant nist.gov *)
nuLength = hb c/e; (* 1eV^-1 of length in m *)
numass = e/c^2; (* 1ev of mass in kg *)
nuTime = hb/e; (* 1eV^-1 of time in s *)
nuCharge = Sqrt[4Pi\alpha]; (* 1 unit of charge in C (Lorentz-Heaviside/ rationalized) *)
nuVelocity = c; (* 1 unit of speed in m/s *)
nuk = hb^2 / (ec^2); (* 1eV^-1 of k in Nm *)
```

- trap related constants from harmonic oscillator.nb
$\ln [17]$ ] $=\mathbf{k}=\mathbf{4 . 2 5 8 1 9 3 6 2 4 1 5 4 7 3 9 5}{ }^{\text {*^ }}$ - 32
$\mathrm{km}=\mathrm{k} / \mathrm{m}$
$d=0.0127+0.001016$; (* length of one electrode + distance to next electrode in $m$ * CPETLength $=0.3$; (* $30 \mathrm{~cm} *)$

Out [17] $=4.25819 \times 10^{-32}$
Out [18] $=0.0467451$

- functions


sign[] := Random[Integer] *2-1; (* randomly returns +1 or -1 *)
ShowVelocities[svStepsizeT_, svTp_, svKEp_] := Module[\{svStepsizeX, svVPot, svVElec\},
svStepsizeX = CPETLength / svTp svStepsizeT; (* determine stepsizeX by cpet length and Tp *)
svVPot = svStepsizeX / svStepsizeT; (* speed of potential is length-/timestepsize m/ns*)
svStepsizeP = PotentialFunc[svStepsizeX];
fmeTmpCount $=$ fmeTmpRet[[2]]; (* return the number of iters of monte carlo reject run *)
fmeStartPosRandPot = PotentialFunc[fmeStartPosRand];
fmeVElecRand = SpeedEV2MNS[fmeKEp - fmeStartPosRandPot];
fmeStartPosRand $=\boldsymbol{\operatorname { s i g n }}[]$ * fmeStartPosRand;
fmeVElecRand = sign[] * fmeVElecRand;

fmeKin $=\left(\frac{1}{2} m f_{m e D R}{ }^{2} / e * 10 \wedge 18\right)[[1]] ;(*$ calc kin energy of electron, divide by e to display in ev *) fmeRet1 $=$ fmeStartPosRand;
fmeRet2 $=$ Quiet[MaxValue[\{fmeKin, t>0,t < fmeStepsizeT\}, t]]; (* max kin energy during first step *) (*fmeRet3=Quiet [MaxValue[\{fmeKin, t<fmePlotto, t>fmePlotto-fmeStepsizeT\}, t]];*)
fmeRet3 = Quiet [MaxValue [\{fmeKin, t >0, t <fmePlotto\}, t]]; (* max kin energy during last step *) Return[\{fmeRet1, fmeRet2, fmeRet3, fmeTmpCount \}];

fmeaTmparr = Table[FindMaxEnergy [fmeaStepsizeT, fmeatp, fmeaKEp, 0 , fmeatp], $\{i, 1$, fmeaIterations $\}] ;$
Return $[$ Mean $[$ Table $[$ fmeaTmparr $[[i]][[3]],\{i, 1$, fmealterations $\}]] ;$ Return[Mean[Table[fmeaTmparr[[i]][[3]], \{i, 1, fmeaIterations $\}]]$ ]
];
EnergList $=\{1,10,20,50,100,150,200,500\} ;$
Table[FindMaxEnergyAvg[5, 500, EnergList[[i]], 2500], \{i, 1, 8\}]
$\{6.10981,18.9224,31.912,67.0564,122.491,178.005,230.65,548.396\}$

APPENDIX B. SIMULATION SETUP AND CODE

## B. 2 SimIon setup and LUA code

This section describes the setup of the SimIon 3D simulations and presents the corresponding LUA ${ }^{1}$ sourcecode.

## Converting CAD files from SolidWorks to SimIon

The 3D model of CPET, which was used to design and build the trap is available as a SolidWorks 2006 assembly (see Fig. 1.11 page 18). Using SolidWorks, all structural parts and insulation material are removed from the assembly. The split electrodes are replaced by single electrodes in order to reduce the total electrode number in the simulation. This becomes important when running the simulation, as every electrode consumes an equal amount of computer memory. The remaining assembly consists of single CPET electrodes, drift tubes, steerers and the vacuum tube as shown in Fig. B.1). This assembly is exported from SolidWorks into the STL format. It has to be specified that the data of every electrode is written into separate .stl files.

Using the SimIon stl tools, the resulting 38 stl files are converted into one SimIon .pa\# (potential array) file, following instructions from the SimIon website $^{2}$ [62]. The settings for the CPET stl import are shown in Fig. B.2.

The .pa\# file is then loaded using the SimIon main interface and "fast adjusted". During this process a .pa file is created for every electrode. The .pa files contain a rasterized field map (coordinates and values) of the spatial simulation volume listing the electric field strength produced by the electrode. If the potential of an electrode is changed, the field map is adjusted. During runtime, all electrodes (all .pa files) are loaded into computer memory, making it possible to perform these adjustments in a short time. The scale factor shown in Fig. B. 2 needs to be adjusted so that the sum of the size of the pa files does not exceed 2 GB , which is the maximum amount of memory that SimIon is designed to use. SimIon assigns an internal number to every electrode. In order to change the potential of a specific electrode during runtime, all the electrodes and their corresponding internal number have to be identified using the "Fast adjust voltages..." button in the "PA's" tab in the workbench view.

## SimIon, Lua and Excel

In order to simulate electron manipulation with the cooler Penning trap, a large number of different potential values need to be applied to the trap electrodes over time. An example of different potentials to be applied at given times during the simulation is shown in Table B. 1 (and Table 2.4, page 34). A clear way of implementing this table into the simulation is needed, so that it is convenient

[^15]

Figure B.1: SolidWorks drawing of CPET. Contains only single electrodes, drift tubes and steerers for SimIon export and therefore consists of exactly 38 parts that will be recognized as electrodes in SimIon. Electrons will be injected from the right side, ions from the left.


Figure B.2: Screenshot of SimIon STL tools. Settings for converting the 38 CPET SolidWorks STL files into one SimIon PA\# file.
and fast for the user to change potential values and rerun the simulation based on a new list.

SimIon comes with LuaCOM ${ }^{3}$, an add-on library to the Lua language that allows Lua scripts to use and implement objects that follow Microsoft's Component Object Model (COM) specifications and use the ActiveX technology for property access and method calls. LuaCOM therefore provides an interface to access Excel from SimIon. Excel provides the capability of storage and easy manipulation of large lists of values. The combination of LuaCOM and Excel is used to hold the table of potential values and to access it during the simulation.

The electron's position and velocity during the simulation are written back to Excel at given time intervals. They can be immediately displayed in a pre arranged excel scatter plot.

## Integrating the CPET magnetic field into SimIon

This subsection describes how the the manufacturer specifications of the magnetic field strength are imported into the simulation.

The resolution of the 3D trap model in SimIon is 1 dot per cubic mm. The resolution of the magnet field map provided by the manufacturer is 1 dot per cm

[^16]Table B.1: Example of three potential sets to be applied to the CPET electrodes during the simulation run. The first line contains the internal electrode number, the first row contains the time in (ns) at which the voltage set in the corresponding line should be applied. Only electrodes 17-28 of 38 electrodes are shown. Potential values are displayed in (V).

|  | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.0 | 0 | 0 | 0 | -2000 | 200 | 200 | 200 | 200 | 200 | 0 | 0 | 0 |
| 0.2 | 0 | 0 | 0 | -2000 | 200 | 200 | 200 | 200 | 200 | -2000 | 0 | 0 |
| 1.0 | 0 | 0 | 0 | 0 | 200 | 200 | 200 | 200 | 200 | -2000 | 0 | 0 |

along the positive centre trap axis (z-axis, the centre of the coordinate system being at the centre of the magnet). Mathematica is used to extrapolate the field towards the negative z-axis and to interpolate the magnetic field along the z-axis in order to match the resolution of the simulation. the field strength is also extrapolated in along a second axis (e.g. the y -axis).

A Mathematica function is used to export the resulting half plane into an ASCII text-file with a format that can then be converted into a .pa\# for use with SimIon. The ASCII file contains a list of lines specifying a point on the half plane (coordinates y and z) and the field strength (field_y, field_z). The conversion into the .pa\# file format is done using the SimIon SL-tools ${ }^{4}$ [62]. The SL-tools Text $\longrightarrow P A$ function rotates the half plane around the z-axis and generates the full 3D field map.

## Comments on the the Lua program code

The Lua program code consists of nine predefined, so-called user program segments. These segments are program functions which are called by SimIon before or after specific actions. Depending on the segment, read and/ or write access is granted to different simulation parameters. For example the Tstep_Adjust segment is called before performing an integration time step and gives the user control over the time step size throughout the simulation. The Initialize segment is called before the simulation is started. A more detailed explanation can be found in the user manual which comes with the software.

Some new functions have been defined in order to facilitate reading rows and columns from Excel and writing array values to Excel. The Tstep_Adjust segment keeps track of the current simulation time $(t)$ and of the next time index (see Table B. 1 first column) where a potential change is defined $\left(t_{p}\right)$. When performing the next time step $(\Delta t)$ would exceed the time index for the next potential (if $t+\Delta t>t_{p}$ ), the size of the next time step is redefined to $\Delta t=t_{p}-t$, so that after performing the time step $t$ would be equal to $t_{p}$. The Other_Actions segment, which is called after each time step, checks if $t==t_{p}$. If true, the corresponding potential values of $t_{p}$ are applied to the electrodes

[^17]

Figure B.3: Plot of position of one electron on the axis along the trap as a function of time.


Figure B.4: Plot of velocity of one electron in the trap as a function of time.
and the next potential set is loaded into memory. A similar technique is applied to facilitate logging at specific logging time steps.

## Running the simulation and the Lua program

As a first try, a bunch of 20 electrons is started simultaneously outside the inner trap region (coming from the side left in Fig. B.1), with a small Gaussian distribution in both axial position and velocity. The potential values from Table B. 1 are used to change the voltages of the electrodes during the simulation. Electrode number 26 is the first electrode of the inner trap region at the injection side (referred to as the entrance electrode), and electrode number 20 is the last (exit electrode).

At first, all electrodes are set to the potential values in the first line (time index $0.0 \mu \mathrm{~s})$. The electrons then start to travel and after they have all reached the inside of the trap at $\approx 0.2 \mu \mathrm{~s}$, electrode 26 is set from 0 V to -2000 V . This prevents the electrons from leaving the trap at the entrance side. Electrode 20 is already set to -2000 V from the beginning. The electrons will then oscillate in the trap for $0.8 \mu \mathrm{~s}$ and are ejected by lowering the potential on electrode 20 to 0 V .

Next, a more complex scenario is implemented by modifying the values in the table. Again, a bunch of 20 electrons is injected using the method described above. The electrons then oscillate in the potential well formed by the outer
electrodes 26 and 20. Subsequently, every $0.02 \mu$ s the potential of the inner electrodes is raised, starting with the second electrode (number 27) on the injection side. The order of the first electrode numbers is $26,27,28,29,30$, etc. The potential change is applied using the following scheme:

1. $0.22 \mu$ s Electrode 27 is set to -1000 V .
2. $0.24 \mu$ s Electrode 27 is set to -2000 V and Electrode 28 is set to -1000 V .
3. $0.26 \mu$ s Electrode 28 is set to -2000 V and Electrode 29 is set to -1000 V .
4. $0.28 \mu \mathrm{~s}$ etc.

The presented switching behaviour decreases the size of the potential well over time. The axial position of the electrons and their total energy can be investigated in two different output tables during and after the simulation. Figure B. 3 shows a plot of the mean position of the electron bunch. The injection is started at $0.00 \mu \mathrm{~s}$. The reflection of the electron bunch on the "closed" exit electrode can be observed, as well as the reflection on the entrance electrode right after its closure at $0.20 \mu \mathrm{~s}$. The plot further shows how the axial region narrows down over time giving the electrons less space to oscillate, as well as the shift of their mean position towards the exit electrode. At $\approx 1.20 \mu \mathrm{~s}$, electrons start to escape the trapping potential via the exit electrode as they gain enough energy to jump over the potential barrier. This causes the plotted average to show "escape peaks", as the position of the escaping electron increases until it leaves the spatial simulation volume. Figure B. 4 shows the mean total energy of the electron bunch over time. A decrease of mean energy is caused when an escaping electron with a relatively high energy leaves the simulation and stops contributing to the average.

## SimIon LUA code

## simion.workbench_program()




09: totals = read_xls $(4$, logrow, 1,3$)$



-- read numbers from excel row (row=1) or column (row=0),
-- read numbers
-- read values in a column (timings)
-- read values in a row (potentials)
-- keep track of simulation time over realtime

| $\begin{aligned} & 180: \\ & 181: \end{aligned}$ | function read_xls(startcolumn, startrow, row,sheetnr) sheet number |
| :---: | :---: |
| 182: | local array = \{\} |
| 183: | local mode = "*n" |
| 184: | local $\mathrm{x}=$ startcolumn |
| 185: | local $\mathrm{y}=$ startrow |
| 186: | local sheet = ws[1] |
| 187: | if sheetnr $\sim=$ nil then |
| 188: | sheet = ws [sheetnr] |
| 189: | end |
| 190: |  |
| 191: | if row == 0 then |
| 192: | while true do |
| 193: | local $\mathrm{v}=$ sheet.Cells ( $\mathrm{y}, \mathrm{x})$. Value2 |
| 194: | $y=y+1$ |
| 195: | if not $v$ then break end |
| 196: | --print (v) |
| 197: | table.insert (array, v) |
| 198: | end |
| 199: | elseif row == 1 then |
| 200: | while true do |
| 201: | local $\mathrm{v}=$ sheet.Cells ( $\mathrm{y}, \mathrm{x})$. Value2 |
| 202: | sheet.Cells (y,41).Value2 = os.clock() - osclock |
| 203: |  |
| 204: | $\mathrm{x}=\mathrm{x}+1$ |
| 205: | if not v then break end |
| 206: | --print (v) |
| 207: | table.insert (array, v) |
| 208: | end |
| 209: | end |
| 210: | return array |
| 211: | end |
| 212: |  |
| 213: | function log_to_excel() |
| 214: | --print(logrow) |
| 215: | ws2.Cells(logrow, 3).Value2 = my_ion_time_of_flight() |
| 216: | ws2.Cells(logrow, Ion_number + 3).Value2 = Ion_Px_mm |
| 217: |  |
| 218: | ws3.Cells(logrow, 3).Value2 = my_ion_time_of_flight() |
| 219: | ws3.Cells(logrow, Ion_number + 3).Value2 = kin - pot |
| 220: | ws3.Cells(logrow,2).Value2 = os.clock() - osclock |





-- turn excel logging of when the last ion in round has been
-- logrow is used to enumerate excel rows, it gets increased
-- simion segment (4) fast adjust the electrodes in ram
-- voltages have to be adjusted EVERY timestep (no if
the electrode in xls
-- write log when pot change just happened
-- simion segment (9)
-- dont restore changed potentials at end of flight



## Index
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CPET, iii, 2, 12, 15, 17, 18, 19, 19, 20, TITAN, iii, 13, 16

$$
25,32,33,37,39,40,47,50, \quad \text { TOF }, 7,14
$$

$$
54,65,66,70,72,78-80 \quad \text { trap gate, } 4,16,18,20,21
$$
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EBIT, 2, 14, 15
energy spread, iii, 2, 15
harmonic potential, 21
HCI, 2, 19
HCI cooling
buffer gas, 10, 15
evaporative, 9, 17
laser, 10
resistive, 9
sympathetic, 10,16 electron, 11, 12, 16, 19, 21 proton, 12, 17

MPET, 4, 15, 16
nested potential, 11, 16
Penning trap, 2, 2, 5
cylindrical, $3,4,15$
hyperbolic, 3, 4, 15
RF, 6
RFQ, 15
RIB, 13
rotating wall, 17, 21
SCI, 13, 16
SimIon, 32-36, 78, 79
synchrotron radiation, 11, 12, 16, 19, 37, 37, 38


[^0]:    ${ }^{1}$ [Particles and Nuclei, Chapter 15.5 of 5, p. 217]
    ${ }^{2}$ [Particles and Nuclei, Chapter 10.4 of 6, p. 139]
    ${ }^{3}$ [Particles and Nuclei, Chapter 2 of 8, p. 11]
    ${ }^{4}$ [Particles and Nuclei, Chapter 3.1 of 10 , p. 26]

[^1]:    ${ }^{5}$ Named after F. M. Penning (1894-1953). The first Penning trap was built in 1959 by Hans Georg Dehmelt who shared the 1989 Nobel Prize in Physics for the development of the ion trap technique.
    ${ }^{6} \mathrm{~A}$ hyperboloid which is symmetric around the centre axis $z$. The ring electrode is a hyperboloid of one sheet. The end caps are a hyperboloid of two sheets. A more detailed description about deriving the hyperbola equations and 3D confinement in general is given on [Ph.D. Thesis of Brodeur, M. 22, p. 46].

[^2]:    ${ }^{7}$ Named after Wolfgang Paul (1913-1993) who shared the 1989 Nobel Prize in Physics for the development of the ion trap technique.

[^3]:    ${ }^{8}$ Inside the TITAN mass spectrometer with $B=3.7 \mathrm{~T}, z_{0}=12.15 \mathrm{~mm}$ and $\rho_{0}=15.00 \mathrm{~mm}$ [Ph.D. Thesis Smith, M.: 26, p. 100]

[^4]:    ${ }^{9}$ http://titan.triumf.ca/
    ${ }^{10}$ http://www.triumf.ca/research/research-facilities/ $\rightarrow$ ISAC
    11 http://www.triumf.ca/

[^5]:    ${ }^{12} \mathrm{He}$-like Uranium is taken as an example to show the charge breeding capabilities of the EBIT. Uranium ions cannot be produced at ISAC as no atoms heavier than Uranium can be used as a target material.

[^6]:    ${ }^{13}$ The vacuum pipe has been coated on the inside using a non evaporative getter material (NEG) consisting of $\mathrm{Zr}, \mathrm{Ti}$ and V . Under vacuum, the material acts as a pump. The accumulated material can be removed by heating the vacuum pipe while it is under vacuum.

[^7]:    ${ }^{1}$ When confining electrons, the electrode potential has to be negative. Closing or raising a trap gate therefore also means lowering the applied potential.

[^8]:    ${ }^{2}$ As the relation of step size and Amplitude is investigated, this Energy can be chosen arbitrarily for this example.
    ${ }^{3}$ The electrons position in the potential and its total energy specify the absolute value of the velocity but the orientation of the velocity vector is chosen randomly.

[^9]:    ${ }^{4}$ ordinary differential equation

[^10]:    ${ }^{5}$ A value of 1 dot per cubic mm has been chosen as a good trade off between simulation size and computer memory.

[^11]:    ${ }^{6}$ A neutral particle was chosen as a probe since it is not affected by the electrical and magnetic fields of the simulation.

[^12]:    ${ }^{1}$ A digital analogue converter. The DAC converts a digital signal (e.g. 16 bit) into and analogue signal (e.g. $0-5 \mathrm{~V}$ full scale)
    ${ }^{2}$ For the amplification process a unit like the Cirrus Logic Inc. PA78DK can be used.

[^13]:    ${ }^{3}$ GSI Helmholtzzentrum für Schwerionenforschung GmbH, Planckstr. 1, D-64291 Darmstadt, Germany
    ${ }^{4}$ Switchable programmable Powersupply (SPPS)/ HITRAP Fallenspannungsversorung (HFSV)
    ${ }^{5}$ http://www.gsi.de/forschung/ap/projects/hitrap/

[^14]:    ${ }^{6}$ http://www.gnuplot.info/

[^15]:    ${ }^{1}$ LUA (from Portuguese: lua meaning "moon") is a programming scripting language which is used by SimIon. The LUA interface enables the user to write his own subroutines to modify the simulation according to his needs.
    ${ }^{2}$ http://simion.com/sl/tools_tut.html\#v2pa

[^16]:    ${ }^{3}$ http://www.tecgraf.puc-rio.br/~rcerq/luacom/

[^17]:    ${ }^{4}$ http://simion.com/sl/tools_tut.html\#t2pa

