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Abstract

New measurements of the masses of the isotopes 8,9,11Li were made using
the recently commissioned TITAN Penning trap mass spectrometer at TRI-
UMF. The measurement of the halo nucleus 11Li represents a new standard
in Penning trap mass spectrometry, as it is the shortest lived, t1/2 = 8.8 ms,
isotope ever weighed using this technique. Low energy, E = 20 keV, beams
of these radioactive isotopes were produced using the ISAC facility. These
were subsequently cooled and bunched using a square-wave-driven Radio-
Frequency Quadrupole (RFQ) ion guide, which was filled with hydrogen
gas. The cooled ion bunches were then passed into a Penning trap where
the mass measurements were made.

A description of the RFQ in the ISAC hall is given along with some
results from the commissioning of the device. A new set of harmonic decel-
eration optics is presented which have been successfully used to inject ions
into the RFQ. Cooling of lithium ions with high DC efficiencies of 20%, in
helium, and 40%, in hydrogen, are shown. Extraction of extremely short
ion bunches, 30 ns FWHM, is also demonstrated. Storage times for stable
lithium ions in helium and hydrogen were investigated. It was found that
lithium ions could be cooled in hydrogen for up to 30 ms without significant
losses whereas cooling in helium lead to exponential losses with a half-life of
5.7(1) ms.

The TITAN Penning trap is described and the 8,9,11Li data presented.
Final values for the mass excess of ∆(8Li) = 20945.70(38) keV, ∆(9Li) =
24954.80(60) keV and ∆(11Li) = 40728.1(12) keV are obtained. The 9,11Li
results are then used to obtain a new value for two neutron separation energy
of 11Li, S2n = 369.3(1.3) keV. This agrees with the recent measurement from
the MISTRAL spectrometer, 376(5) keV, at the two sigma level, but shows
over three standard deviations from the most recent atomic mass evaluation,
300(20) keV.
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Chapter 1

Introduction

In 1985 I. Tanihata et al. performed a series of experiments, using radioac-
tive ion beams produced via the process of projectile fragmentation, at the
Lawrence Berkley National Laboratory in the USA [1, 45]. These exper-
iments were designed to measure interaction cross sections, the combined
cross section for any event that changed either the proton or the neutron
number of the incident ions, and were carried out on the known isotopes of
Helium, Lithium and Beryllium as they impinged on Beryllium, Carbon and
Aluminium targets. It was shown empirically that these measurements could
be used to deduce the interaction radii of the nuclei; these in turn were used
to find their Root-Mean-Squared (RMS) matter radii using Glauber type
calculations [46]. The results of these experiments are shown in figure 1.1.
Prior to this experiment it had been observed that nuclear matter had a
uniform density and as such the radii of nuclei could be well described by
the empirical Fermi model:

r = r0A
1
3 , (1.1)

where r0 ≈ 1.2 fm and A is the mass number of the nucleus. However,
the 11Li matter radius was found to be much larger than predicted by this
simple model.

The first theoretical explanation for this observation was published a
year later by P.G. Hansen and B. Jonson [2]. They suggested that 11Li
could be modelled as a two particle system which could be thought of semi-
classically as a 9Li core orbited by a di-neutron. The large observed radius
of 11Li could then be described by the well known quantum mechanical
problem of a particle in a spherically symmetric square well, see figure 1.2.
Key to this picture of 11Li was the energy required to remove the di-neutron.
This determined how much of the di-neutron’s wave-function leaked out of
the potential well and hence the amplitude of the RMS matter radius. In the
semi-classical picture of this system the di-neutron forms a halo of nuclear
matter, hence 11Li is now known as a halo nucleus.

This theoretical picture was validated in 1988 by T. Kobayashi et al.,
also at the Lawrence Berkley National Laboratory, when they studied the

1



Chapter 1. Introduction

Figure 1.1: The now famous third figure from the 1985 paper by Tanihata
et al. [1]. The figure shows the RMS matter radii for the isotopes of Helium,
Lithium, Beryllium and Carbon. As shown the RMS matter radius of 11Li
is much larger than its neighbouring nuclei.
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Figure 1.2: A simple model to explain the large observed radius of 11Li as
proposed by Hansen and Jonson [2]. The decay length of the wavefunction

outside the potential well is given as ρ =
√

2µ|E|
~2 , where r is the radius of the

9Li core, µ is the reduced mass of the 9Li - 2n system and E is the energy
of the bound state.
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projectile fragmentation of 11Li [47]. It had previously been observed that
the transverse momentum distribution of the fragments of stable nuclei had
a Gaussian distribution in the projectile’s rest frame and that the width of
this Gaussian was independent of both the target mass and the projectile
beam energy [48]. Such a momentum distribution had been predicted by a
number of models and could be considered to arise due to the Fermi motion
of the fragments inside the projectile nucleus before fragmentation [49]. The
observed transverse momentum distribution for the fragmentation of 11Li is
shown in figure 1.3. It is different from that of the stable case in that it
has two Gaussian peaks, one wide with a width comparable to fragments
from similar mass projectiles and one narrow with a width approximately
four times smaller than the first. This can be interpreted by considering the
uncertainty principle which relates the width of the momentum distribution
∆p to the size of the nucleus ∆x, ∆p∆x ≥ ~

2 . The narrower Gaussian,
in momentum space, corresponds to processes that remove the two loosely
bound neutrons which in Hansen and Jonson’s simple two body model have a
larger spatial extent than the 9Li core. The wider Gaussian thus corresponds
to processes involving the 9Li core itself.

Figure 1.3: Figure 1 from T. Kobayashi et al. showing the transverse mo-
mentum distributions of (a) 6He fragments from 8He + C and (b) 9Li frag-
ments from the reaction 11Li + C. As expected the 6He fragments show a
Gaussian distribution. However, the 9Li fragments show a double Gaussian
suggesting that the 11Li nucleus has two components to its spatial distribu-
tion.

A definition of a halo nucleus is one that has a significant proportion in
a classically forbidden region due to low nucleon binding energy. Examples
have been found of nuclei with one neutron halos e.g. 11Be, two neutron
halos e.g. 6He,14Be and 17B and even a four neutron halo, 8He, as well as
some candidates for nuclei with proton halos e.g. 8B and 13N. However,
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11Li remains one of the best studied halo nuclei in part due to its historical
significance, but also because it is a relatively simple nuclear system for
which high precision few-body calculations can be carried out and because
it can be produced cleanly, in relatively large quantities, at both ISOL and
projectile fragmentation facilities.

Nuclei with two neutron halos, such as 11Li, are especially interesting
because they form three body systems, e.g. 9Li + n + n, where none of
the composite two body systems, i.e. 9Li + n and n + n, are themselves
stable. Such nuclei were dubbed Borromean by M.Zhukov et al. in a 1993
review paper on the properties of 11Li and 6He (see figure 1.4) [50]. A large
amount of work, both experimental and theoretical, has been carried out on
Borromean nuclei, see e.g. [51, 52] for other reviews on the subject. This is
because such nuclei are so weakly bound their properties provide stringent
tests for nuclear models.

Figure 1.4: The crest of the Borromean family circa 1450 shows a symbol
consisting of three interlocked rings (left) and a more modern rendering of
these “Borromean” rings (right). The rings are linked together in such a
way that removal of any one ring leaves the other two disconnected. This
is analogous to the three body system formed by 9Li + n + n. Together the
three body system is stable. However, removal of any one particle leaves the
other two unbound.
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In this thesis I describe some of the first online measurements made using
the TITAN (TRIUMF’s Ion Trap system for Atomic and Nuclear science)
Penning trap mass spectrometer; the masses of some isotopes of Lithium
including 11Li and 9Li. These masses in turn can be used to calculate the
binding energy of the 11Li two neutron halo (see section 1.1). In its final con-
figuration the spectrometer will use a total of four ion traps (see chapter 2)
in order to carry out high accuracy (δm/m ≈ 1× 10−8) mass measurements
on the short-lived (t 1

2
< 50 ms) radioactive ions produced by the ISAC

(Isotope Separator and ACcelerator) facility at TRIUMF (TRI-University
Meson Facility) in Vancouver, Canada. The work of this thesis used only
two of the four traps namely the RFQ (Radio-Frequency Quadrupole) and
the precision Penning trap, the development of the first of which has been
my primary responsibility during my time working on the TITAN project.
I will also give results from the online and off-line testing of this device as a
continuation of the work in my Master’s thesis which described the design
and simulation of the RFQ [53]. However, in this first chapter I will review
the motivation for the measurement of the mass of 11Li itself.

1.1 Previous Measurements of the 11Li Mass and
Good Metrology

There have been previous attempts to measure the mass of 11Li, with two
high precision, δm < 50 keV, results to date. As we saw in the simple two-
body model of Hansen and Jonson the size of a Borromean halo nucleus is
highly dependent on the energy of the bound state of the last two neutrons,
this will also be true for any more sophisticated model. This negative energy,
E, is equal but opposite to the two neutron separation energy S2n where:

E = −S2n (1.2)
S2n = M(Z,N − 2) + 2Mn −M(Z,N) (1.3)

Here Z and N are proton and neutron numbers respectively and Mn is the
mass of the neutron. In the case of 11Li the two neutron separation energy
depends both on the mass of 11Li and 9Li.

Two neutron separation energies, based on the experimental values for
the mass of 11Li, are shown in figure 1.1. The 2003 Atomic Mass Evaluation
value for the mass of 9Li has been used which has an uncertainty of 1.935
keV/c2 [24]. The error bars shown are all predominantly due to the uncer-
tainty in the mass of 11Li. The first measurement by C. Thibault et al. in
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1975, made directly using a magnetic mass spectrometer [54], can now be
seen to sit below the 2003 AME value and seems to be in poor agreement
with all subsequent measurements. The next three measurements, the first
carried out directly with a time-of-flight mass spectrometer [55], and the
second and third derived indirectly from reaction studies [56, 57], all seem
to be in agreement within experimental errors. The latest result by Bachelet
et al., measured using the MISTRAL transmission mass spectrometer [25], is
in agreement with both Wouters and Kobayashi. However, it shows greater
than two sigma deviation from the measurement from Young et al. The
2003 AME value was obtained by taking a weighted average of the results
prior to the MISTRAL experiment. Hence, it agrees with the Young et al.
result and has an even smaller error bar. The MISTRAL result is 76 eV
higher than the AME value i.e. greater than three standard deviations.

Reference Year Method S2n (keV)
Thibault et al. [54] 1975 Mass Spec. 170± 80
Wouters et al. [55] 1988 TOF 320± 120
Kobayashi et al. [56] 1991 11B(π−, π+)11Li 340± 50
Young et al. [57] 1993 14C(11B,11 Li)14O 295± 35
AME 2003 [24] 2003 Mass Evaluation 300± 20
Bachelet et al. [25] 2005 Mass Spec. 376± 5

Figure 1.5: Values from previous experiments for the two neutron separation
energy of 11Li as compared to the 2003 AME value.

This picture is clearly unsatisfactory. The two results with the best
precision do not seem to agree with each other suggesting some unknown
systematic in either one of them. As such, it is impossible to say from this
whether or not either result is really accurate. A second measurement at
least on the same level of precision of the MISTRAL experiment, δm ≤ 5
keV/c2, is clearly desirable. Our first motivation for this new measurement
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is thus simply that of good metrology.

1.2 Other Experimental Results that Depend on
the Mass of 11Li

There have been recent experiments on 11Li published recently one to mea-
sure its charge radius and one to measure the strength of the electric dipole
(E1) transition from the ground state. Interpretation of both these experi-
mental results relies on the mass of 11Li.

1.2.1 Measurement of the E1 Transition Strength at
RIKEN

Collective motion of the nucleus under the application of an electric dipole
excitation has long been know to lead to the so called Giant Dipole Reso-
nance (GDR) at energies of 10 → 20 MeV in typical nuclei. A dipole reso-
nance is also expected in halo nuclei however at lower energies of 1→ 2 MeV,
resulting from a slow oscillation of the core against the halo neutrons. This
effect is known as a Soft Dipole Resonance (SDR) because it occurs at lower
energies than the GDR. A large amount of theoretical work has been carried
out on understanding this problem and it has been shown that the E1 exci-
tation spectrum places significant restraints on a number of key properties
of 11Li [58–69]. These include correlations between the two halo neutrons,
the reaction mechanism between the nucleus and the exciting photon, the
effects of shell gap melting and correlations between the neutrons in the 9Li
core.

A number of previous attempts had been made to measure the strength
of this E1 transition, all of which used the invariant mass spectroscopic
method [4–7]. These results all showed strong evidence for an SDR however
there was poor agreement between the results as to the exact energy at which
it occurred. In invariant mass spectroscopy a beam of ions is fired into a
thick target of heavy ions. The ions undergo a Coulomb interaction with
the target and can have a E1 transition into an excited state. If the ground
state of the incident ion is loosely bound, as in 11Li, the ion will have no
bound excited states and so breaks up into a number of outgoing particles.
This process is known as Coulomb dissociation. The mass of this unbound
excited state is then reconstructed kinematically by careful measurements
of the momentum vectors of the incoming and the outgoing particles. This
mass is then converted to the relative energy, Erel, of the outgoing particles
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which is equal to the excitation energy of the nucleus, EX , less the energy
required to break the nucleus apart. In the case of 11Li the nucleus breaks
into three outgoing particles 9Li + n + n and so:

EX = Erel + S2n. (1.4)

Experimentally the relative energy of all dissociation events is measured and
then processed to give a differential cross section for Coulomb dissociation,
dσcd/dErel. The center of mass scattering angle, θcm is also obtained to give
a second differential cross section, dσcd/dΩcm. These are then combined to
give the transition probability, dB(E1)/dErel, using [70]:

d2σcd
dΩcmdErel

=
16π3

9~c
dN(EX , θcm)

dΩcm

dB(E1)
dErel

, (1.5)

where N(EX , θcm) is the number density of virtual photons produced for
a given photon energy and center of mass angle. This quantity can be
calculated analytically [71]. However, to use formula 1.5 it is necessary
to convert the measured relative energy into an excitation energy using
equation 1.4. The final value obtained for the strength of the E1 transition
is dependent on the value for S2n and thus the mass of 11Li.

The most recent measurement of the E1 transition strength of 11Li using
invariant mass spectrometry was carried out by T. Nakamura et al. at the
RIKEN accelerator facility in Tokyo, Japan [3]. This experiment had in-
creased sensitivity at low excitation energies compared to previous attempts
due to a novel neutron detection system. By using two walls of plastic
scintillators, one behind the other, they were able to eliminate so called
cross talk events whereby scattering of a single neutron inside the detector
would produce two independent signals. Their final result is shown in fig-
ure 1.6 . This result was calculated using the AME value for S2n and gives
a energy-integrated B(E1) strength of 1.42 ± 0.18 e2fm3. Using the more
recent MISTRAL result enhances this value by about 6%.

1.2.2 The ToPLIS Experiment at TRIUMF

A interesting question to consider about 11Li is whether or not the 9Li core
can be considered to be completely independent of the two neutron halo.
One way this could manifest itself is as a difference between the charge
radius of 9Li and that of 11Li. Efforts were made to try and detect a differ-
ence through variances in the charge-changing cross sections of 9,11Li [72].
No variance was seen; however, interpretation of the results was dependent
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served in the Coulomb breakup of 11Be [12], there is strong
enhancement of the 11Li breakup yield at very forward
angles. We have selected the angular region with !cm !
!cut"# 1:46$%, corresponding to b & 20 fm, where first-
order E1 Coulomb breakup dominates. The agreement
with a pure E1 excitation calculation, shown by the solid
curve, supports this assumption.

The B"E1% value is obtained, for these angle-selected
data, by using the equivalent photon method [32,33] de-
scribed by

 

d2"
d!cmdErel

# 16#3

9@c
dNE1"!cm; Ex%

d!cm

dB"E1%
dErel

; (1)

where NE1"!cm; Ex% denotes the number of virtual photons
with photon energy Ex at scattering angle !cm. Apply-
ing this relation, with the photon number integrated over
the selected angular range, the resulting B"E1% distribu-
tion is shown by the solid circles in Fig. 3. In this proce-
dure, the integration included the experimental angular
resolution of 0.44$ (1"). To obtain the photon energy Ex
(#Erel ' S2n), we adopted S2n # 300 keV from the 2003
mass evaluation [34]. Using the preliminary but more
precise value of S2n # 376( 5 keV [35], the B"E1% value
is enhanced by about 6%.

Figure 3 compares the present B"E1% distribution with
the previous three data sets. Our new result reveals sub-
stantial E1 strength that peaks at very low relative energies
around 0.3 MeV. This feature is in sharp contrast to the
previous data, which showed more reduced strength at low

energies. The present result also exhibits considerable
strength extending to the higher energy region of a few
MeV. This behavior of the B"E1% distribution leads to a
large energy-integrated B"E1% strength of 1:42(
0:18 e2 fm2 [4.5(6) Weisskopf units], for Erel ! 3 MeV,
which is the largest soft E1 strength ever observed for
atomic nuclei.

The difference of the present B"E1% distribution from
those of earlier analyses is attributed to our enhanced
sensitivity to low relative energies below Erel # 0:5 MeV
compared to previous experiments, as is indicated in the
efficiency curves of the current and GSI experiments [15]
in Fig. 1(right). Inefficiency at low relative energies was
also suggested for the previous RIKEN data where a cut for
low 9Li-n relative velocities was necessary due to non-
availability of a magnetic spectrometer at that time [14].
As for the MSU result, there is no obvious reason for
inefficiency at low relative energies, although much re-
duced efficiencies are apparent at Erel above 2 MeV, as
shown in Fig. 1(right). A possible explanation of the re-
duced strength below Erel # 0:5 MeV from the MSU data
may be the importance of higher-order effects at the lower
incident energy used, as suggested in Ref. [21]. We also
note that the second bump observed in Zinser et al. is not
seen in the spectrum with experimental significance.

In Fig. 3, the present B"E1% distribution is also compared
with a calculation using the three-body model description
of Esbensen and Bertsch [20], where the energy resolution
(1") of "E # 0:17

!!!!!!!!
Erel

p
MeV in d"=dErel is taken into

consideration. The model, which includes the two-neutron
correlations in the initial and final states, is shown to
reproduce the data very well without normalization adjust-
ment. The agreement of both the spectral shape and abso-

FIG. 3. The B"E1% distribution obtained in the present work
(solid circles) is compared with those from previous measure-
ments [dotted-dashed line [13], solid histogram [14], dashed
lines (zone) [15]]. The present data are also compared with the
calculation (solid line) [20] which included the full n-n corre-
lation.

FIG. 2. Breakup cross sections for 11Li' Pb at
70 MeV=nucleon as a function of the three-body relative energy
for data with !cm ! 5$. Inset: Angular distribution of 11Li (the
9Li' n' n c:m:) scattered by the Pb target in the range 0 !
Erel ! 4 MeV. !gr denotes the grazing angle (2.34$). The cal-
culation using the equivalent photon method is shown by the
solid curve.

PRL 96, 252502 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending
30 JUNE 2006

252502-3

Figure 1.6: The B(E1) distribution as obtained by T. Nakamura et al. (solid
circles) [3], compared to the previous measurements at MSU, RIKEN and
GSI [4–7]. The distribution shows significant strength at EX ≈ 0.6 MeV and
is strong evidence for a SDR in 11Li.

on nuclear models. Another experiment was carried out to measure the
quadrupole moment of 11Li which was then compared to that of 9Li [73].
This again showed that the core was, “essentially unaffected” by the di-
neutron halo. In 2000 Z. -C. Yan and G. W. F. Drake showed that it would
be possible to measure the charge radii of light nuclei, in a nuclear model
independent way, by looking at isotope shifts [74]. Recently at TRIUMF
the Two Photon Lithium Spectroscopy (ToPLiS) experiment determined
the charge radius of 11Li using this method [8]. The experiment was sen-
sitive enough to resolve a difference between 9Li and 11Li and hence to
discriminate between the results of different nuclear models. However, the
interpretation of their results depends on QED and relativistic corrections,
a source of uncertainty in which comes from the the mass of 11Li.

An isotope shift, δνA,A
′
, is the small shift in atomic energy levels caused

by adding an extra neutron to a nucleus. This shift has two components [75]:

1. The Mass Shift, δνA,A
′

MS . The addition of an extra neutron changes the
reduced mass of the system which results in the so called normal mass
shift, δνA,A

′

NMS . Correlations in the motions of the electrons can also
cause a shift in the center of mass known as the specific mass shift,
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δνA,A
′

SMS . The total mass shift is thus:

δνA,A
′

MS = δνA,A
′

NMS + δνA,A
′

SMS = (KNMS +KSMS)
MA −MA′

MAMA′
, (1.6)

where KNMS and KSMS are known as the coefficients of the normal
and the specific mass shift respectively.

2. The Field Shift, δνA,A
′

FS . The change in the nuclear charge density,
caused by the addition of an extra neutron, changes the electrostatic
potential that the electrons see, and hence perturbs the atomic energy
levels. The magnitude of this shift is proportional to the difference in
the mean square charge radii of the two isotopes, δ〈r2c 〉A,A

′
.

δνA,A
′

FS = Fδ〈r2c 〉A,A
′
. (1.7)

Experimentally the total isotope shift is measured. The value of the
mass shift, which is calculated theoretically, is then subtracted from this
to yield the field shift. The magnitude of the mass shift can be seen to
be approximately proportional to one over the mass of the nucleus squared
and thus its influence increases greatly as mass decreases. So, for example,
when measuring the isotope shift between 208Bi and 209Bi the mass shift is
negligible, whereas, for 11Li the mass shift is approximately 10, 000 times
bigger than the field shift. Hence, it must be known very well to extract
meaningful information about the field shift from an 9Li→11Li isotope shift
measurement.

The field shift only gives information on the relative difference in charge
radius; absolute values for the charge radii can only be found if the radius
of one of the isotopes has been measured directly. For stable isotopes it is
possible to measure charge radii using elastic electron scattering and this has
been done for Lithium, 6,7Li [76]. The ToPLiS collaboration has measured
the isotope shifts for 6,8,9,11Li with respect to 7Li [8, 77].

For 11Li the mass shift is calculated by first solving the Schrödinger
equation for the three electrons orbiting a point like nucleus. A number of
corrections are then applied to account for the finite volume of the nucleus as
well as QED and relativistic effects. Calculations of these corrections have
been carried out with enough accuracy to allow the mean square charge radii
of 11Li to be found from isotope shift measurements, see figure 1.7 [74] [78].
This has shown that there is indeed a difference in the charge radii of 9Li
and 11Li and is sensitive enough to discriminate between different nuclear
models. However, the mass of 11Li enters into these calculations. The
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Figure 1.7: The experimental results for the charge radii of some Lithium
isotopes as obtained by Sánchez et al. (•) [8]. Theoretical predictions. for
these radii from the GFMC model M [9, 10], the SVMC model with (H) and
without (O) a frozen core [11, 12], the FMD model (⊕) [13], the DCM model
(◦) [14] and the NCSM (�, �) [15, 16]. See section 1.3.3 for a description of
some of these calculations

mass shift used by the ToPLis group was calculated using the MISTRAL
measurement of the mass of 11Li. The effect of using the AME2003 value for
the mass would be to reduce the given value for the 11Li charge radius. In
figure 1.7 we see that ToPLiS result for the charge radius sits between two
theoretical values calculated using the Stochastic Variation Multi-Cluster
Model (SVMC) [11, 12]. In one calculation the core is assumed to be frozen
and cannot be excited by the two neutrons, in the second the effects of such
excitations are taken into account. The conclusion reached from the data
as presented is that the observed charge radius cannot be simply accounted
for by correlations between the two neutrons. However, use of the AME
value for the 11Li mass value would move the observed radius toward the
calculation with the frozen core.

We have now seen two examples of how the mass of 11Li can affect the
results of other experiments. In both cases the precision of the MISTRAL
11Li mass measurement is good enough to allow for meaningful comparison
between the data and theory, although a measurement with uncertainty on
the order of 1 keV/c2 will be necessary to remove the mass as a significant
source of error in the ToPLiS result [79]. A problem arises however due to
the inconsistencies in the current status of the mass of 11Li, whereby the
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two groups have adopted different values in order to analyse their data. A
good test for a nuclear theory would be its ability to reproduce both of these
results. However, in order for this to be consistent both the B(E1) and the
isotope shift measurements should be reanalysed using the same result for
the 11Li mass. Our second motivation for this new measurement is then
really the same as our first; good metrology.

1.3 The 11Li Mass and Nuclear Theory

Due to the halo structure of 11Li there has been a large amount of theoretical
work carried out in trying to understand this nucleus. A full review of all
such theories is well beyond the scope of this thesis. However, it is still
instructive to look at the predictions of such models to see if theory can help
furnish a clearer picture of the nature of the 11Li two neutron separation
energy. Good knowledge of the mass itself can also prove an important test
for nuclear theory, and as such it is useful to ask what level of experimental
accuracy is needed to differentiate between different models.

1.3.1 Traditional Mass Models

Theoretical nuclear physics is inherently difficult. The scale of the problem
ranges from few to many body physics with a large number of effects (e.g.
pairing, deformation, shape coexistence) that must be taken into account.
With this in mind it seems that trying to find a universal formula that can
accurately predict the ground state energies, i.e. the masses, of all the known
nuclei, would be a difficult, if not impossible task. However, a number of
mass models do exist which work surprisingly well when applied to stable
nuclei. It is well known that the predictions of these models do diverge when
extrapolated to nuclei far from the valley of stability. A comprehensive guide
to different mass models can be found in a recent review article by D. Lunney
et al. [80].

The first mass model was that of C. F. Von Weizsäcker [81]. In 1935 he
used a liquid drop model to predict the binding energies of all nuclei. Such
a model assumes that the nucleus can be modeled as a incompressible fluid
with constant density. In the simplest version of this model each nucleon is
assumed to feel a constant force from every other nucleon. As every nucleon
in the nuclear volume has the same number of neighbours they all feel the
same forces and hence have the same binding energy. The total binding
energy is then proportional to the number of nucleons, i.e. to the mass
number A. However, the nucleons at the surface of the nucleus have fewer
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neighbours and are hence less tightly bound. Therefore a term proportional
to the surface area, A2/3, of the nucleus is then subtracted from the total
binding energy:

BE = aVA− aSA2/3, (1.8)

where aV and aS are constants to be determined by fitting the model to
experimental data for the binding energies of known nuclei. This simple
model can be improved by adding a Coulomb term, aC , to take into account
the reduction in binding energy caused by the electrostatic repulsion between
protons in the nucleus, and an asymmetry term, aA, as nuclei with equal
numbers of protons and neutrons appear to be more tightly bound:

BE = aVA− aSA2/3 − aC
Z2

A1/3
− aA

(A− 2Z)2

A
(1.9)

This Weizsäcker equation is a macroscopic mass formula as it ignores
microscopic, i.e. quantum mechanical, effects inside the nucleus. As the
existence of halo nuclei is a purely quantum mechanical phenomena it is to
be expected that such a formula will be unable to predict a sensible value
for the binding energy of 11Li.

At the other end of the spectrum of mass models are fully microscopic
formulas which use a mean field approach. At the heart of such methods is
the variational principle:

E0 =
< ψ0|H|ψ0 >

< ψ0|ψ0 >
≤ Ev =

< ψv|H|ψv >
< ψv|ψv >

(1.10)

This states that the true ground-state energy, E0, of any Hamiltonian is al-
ways less than or equal to the expectation value of the Hamiltonian evaluated
with any wavefunction. The equality is only fulfilled when the wavefunction
equals the true ground-state wavefunction, ψ0. Hence, an approximation
to the ground state energy of any nuclear system can be found by taking a
suitable form for the ground state wavefunction and varying its parameters
until a minimum energy is found. A well-known technique for solving this
problem was developed by Hartree and Fock in the late 1920s using a trial
wavefunction known as a Slater determinant [82–84]. This method assumes
that all the nucleons in the nucleus can be treated independently, and that
they move in a phenomenological mean-field potential created by the nu-
cleus itself. This kind of approach is computationally very intensive but a
mass table has recently been calculated using a zero-range Skyrme interac-
tion using a variant of the Hartree-Fock method, Hartree-Fock-Bogoliubov
(HFB), which also includes an effect known as pairing [85–87]. A mass table
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has also been produced using a Relativistic Mean Field (RMF) approach
where the interaction potential was assumed to arise from relativistic meson
exchange between nucleons [88].

Bridging the gap between these two approaches are hybrid microscopic-
macroscopic (mic-mac) approaches which start with the liquid drop model
and add in extra terms to phenomenologically account for microscopic effects
such as pairing and deformation. Such formulas can be quite complicated
with a large number of parameters to fit. However, they are still far less
computationally intensive than a fully microscopic approach.

It has been observed that the masses of nuclei can be predicted by using
algebraic relationships between the known masses of neighboring nuclei. For
example in the late sixties Garvey and Kelson developed a number of such
relationships, the best known of which is the transverse relation [89]:

M(N + 2, Z − 2) +M(N,Z − 1)−M(N + 1, Z − 2)
−M(N,Z) +M(N + 1, Z)−M(N + 2, Z − 1) = 0

(1.11)

These types of relationships result in what are known as local mass formulae
because they can only be used to predict the masses of nuclei in the location
of other well known masses.

Predictions, for both the mass excess of 11Li and the two neutron sep-
aration energy from a number of mass formulas, are shown in figure 1.8.
The mass excess, ∆, is defined as the difference between the ions mass in
atomic mass units and its mass number. There is quite a large spread in the
mass predictions made by the various models, although some seem to make
reasonable predictions for the 11Li mass. The predictions for the S2n also
show a large spread, approximately 1000 keV/c2, with two of the models
predicting that the system should be unbound. It is clear that the predic-
tions of these models are not accurate enough to differentiate between the
AME value and the MISTRAL result.

1.3.2 Three Body Calculations

Although the simple two-body model of Hansen and Jonson can be used to
easily understand how the halo phenomenon arises, it is clearly incomplete.
One method to improve this model is to include a more realistic nuclear
potential, this also necessitates consideration of the interaction between the
two halo neutrons. A two neutron halo nuclei can thus be considered as a
three-body system. Such a model in itself is still incomplete as it assumes
that the halo neutrons have no effect on the core. However, these models
are computationally less intense than the full microscopic models described
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Figure 1.8: Predictions for the mass excess, ∆, and the two neutron separa-
tion energy of 11Li due to various mass models. The mass excess is defined as
the difference between the actual mass (in atomic mass units) and the mass
number of the atom in question. Predictions are taken from 1) E. Comay,
I. Kelson and A. Zidon [17], 2) J. Janecke and P. J. Mason [18], 3) H. von
Groote et al.[19], 4) H. Koura et al. [20], 5) H. Koura et al. revised [21], 6)
J. Duflo and A. P. Zuker [22] and 7) X. Bai and J. Hu [23]. Also shown are
the AME2003 [24] (Solid Line) and MISTRAL [25] (Dashed Line) values,
the thickness of the lines is representative of the associated error in each.

in the next section, and can be used to make useful predictions about the
excitation spectrum and break-up properties of halo nuclei. These proper-
ties are essential for understanding the results of experiments such as the
invariant mass spectrometry described in section 1.2.1.

A quantum mechanical three body system can be fully described using
the Faddeev equations [90]. These equations require the two body interac-
tion potential as an input, and can then be solved iteratively to give the
wavefunctions of the three body system. However, because the 9Li core is a
composite system the form of the interaction between the core and the halo
neutrons is not known. These calculations therefore use phenomenological
approximations to the true force which are then adjusted so as to reproduce
some of the known experimental properties of 11Li. A number of such calcu-
lations have been carried out using different potentials. Results for the two
neutron separation energy of 11Li are shown in figure 1.9. Because the two
neutron separation energy is an important experimental observable some of
the models were actually tuned so as to reproduce it.

The results all seem to show reasonably good agreement with the AME2003
value and could naively be said to favour it, although it is well known that
such three body calculations tend to under-bind a system without the inclu-
sion of a three body force. The spread in the calculated values is smaller than
the experimental discrepancy between the MISTRAL and the AME2003
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Figure 1.9: Values for the two neutron separation energy of 11Li due to
various three-body models. Values are taken from 1) N. Vinh Mau and J.
C. Pacheco [26], 2) H. Esbensen et al. [27], 3) A. Cobis et al. [28] , 4) K.
Ueta et al. [29], 5) M. A. Khan et al. [30] 6) M. Hesse et al. [31] and 7) E.
Garrido et al. [32]. Also shown are the AME2003 [24] and the MISTRAL [25]
values for comparison. Models 6 and 7 were tuned so as to try to reproduce
experimental values for the two neutron separation energy.

value, therefore a resolution of the current experimental situation is needed
to be able to truly differentiate between these different models. The calcu-
lation by M. Hesse et al. claims to be tuned so as to reproduce the exper-
imental binding energy with an error of 0.01 MeV. This parameter should
presumably be known experimentally to at least this level of accuracy for
this claim to be meaningful.

1.3.3 Full Microscopic Calculations

The goal of nuclear physics is to understand nuclear matter and its inter-
actions. The ultimate nuclear theory would use the known theory of the
strong force, Quantum ChromoDynamics (QCD), to carry out calculations
of nuclear properties from first principles. However, it is currently impossi-
ble to carry out such calculations in the non-pertubative limit, i.e. at the
low energies associated with nuclear phenomenon.

Traditionally there have been two approaches to solving problems in the-
oretical nuclear physics. The first, the liquid-drop model (see section 1.3.1),
is said to be a fully collective as the nucleus is modeled as a single entity
with the individual motion of the composite nucleons ignored. The second,
the shell model, assumes the complete opposite. Each nucleon is modeled
as an independent particle moving in a mean field created by the nucleus
itself. The Hartree-Fock method described in section 1.3.1, is an example of
a mean field theory. Quantum mechanically a mean field potential will have
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discrete energy levels which the nucleons can occupy. Because nucleons are
fermions they cannot all occupy the same eigenstate, so the ground state
energy of a nucleus is determined by the filling of the mean field potential.

A true description of nuclear matter lies somewhere between these two
extremes. The nucleus is not fully collective, yet nucleon-nucleon inter-
actions cannot be completely ignored. Modifications to the Hartree-Fock
theory can be made to try and include some effects of collective motion. A
key phenomena that must be accounted for is that of pairing whereby nuclei
with an even number of protons or neutrons are systematically more bound
than those with an odd number. In the shell model this is understood by two
nucleons collectively forming a Cooper pair, analogous to electrons in the
BCS (Bardeen, Cooper, and Schrieffer) theory of superconductivity. The
resulting boson can then have an energy lower than that allowed for two
independent fermions. It is observed that there is no bound state of 10Li,
which has a odd number of neutrons, whereas 11Li is bound. The effect
of pairing is therefore potentially important in a mean field description of
11Li. There are two well known methods for taking this effect into account
inside the framework of the Hartree-Fock method, Hartree-Fock-Bogoliubov
and Tamm-Dancoff (a subset of the technique known as the Random Phase
Approximation). Both have been applied to 11Li nucleus. Figure 1.10 shows
the results of a fully relativistic version of the first method and three calcula-
tions using the second method with different potentials. The Tamm-Dancoff
calculations all seem to predict a higher two neutron separation energy than
the AME2003 whereas the Relativistic-Hartree-Bogoliubov calculation sig-
nificantly over-binds the system.

The shell model can also be extended to include residual two body in-
teractions between the nucleons, and hence collective behaviour. The No
Core Shell Model (NCSM) and the Gamow Shell Model (GSM) are both
examples of these kinds of theory. In the NCSM all nucleons are treated
as active and calculations are performed on a large but finite basis of har-
monic oscillator states. Predictions for the charge radius and two neutron
separation energy have been made using this model [15, 16], both of which
seem to be in poor agreement with the experimental data. The Gamow shell
model works in a basis of Gamow states. This model gives a result that is in
perfect agreement with the AME2003 value for the two neutron separation
energy of 11Li [37].

With the advent of modern computing a third method for carrying out
nuclear calculations has been developed, effective field theory. These ab-
initio models attempt to calculate nuclear properties using realistic nucleon-
nucleon interactions based on meson exchange. The current state of the
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Figure 1.10: Values for the two neutron separation energy of 11Li due to var-
ious microscopic models (left). The same data but with the scale adjusted
to only show those values that fall close to the AME2003 value (right).
These theoretical results were calculated using: 1) Rotating Phase Approx-
imation [33], 2) Tamm-Dancoff with a Gogny Force [34] , 3) Tamm-Dancoff
with a δ force [34] , 4) Relativistic-Hartree-Bogoliubov [35, 36], 5) No Core
Shell Model [15, 16], 6) Gamow Shell Model [37], 7) Multi-cluster model with
a frozen core [11, 12], 8) Multi-cluster model with a dynamic core [11, 12]
and 9) Nuclear Field Theory [38]. Also shown are the AME2003 [24] and
the MISTRAL [25] values for comparison.

art calculations use the Green’s Function Monte Carlo (GFMC) approach
where all the protons and neutrons in a nucleus are treated as point particles
interacting with realistic two-nucleon and three-nucleon potentials. This
method has been successfully implemented for most nuclei with A < 12 [9,
10], and results for the charge radii of some isotopes of lithium were shown
in figure 1.7. However, this method hasn’t been successfully applied to 11Li
because of problems arising due to the small value of S2n.

The Stochastic Variational Multi-Cluster Model (SVMC) simplifies the
problem further by grouping the nucleons into clusters. 9Li was modeled as
a grouping of one alpha particle, one triton particle and two neutrons. 11Li
was then modeled as this 9Li core plus an extra two neutrons [11, 12]. The
results from this calculation, which seemed to give the best agreement with
the ToPLiS measurement of the 11Li charge radius, predict a two neutron
separation energy slightly higher than the AME2003 value.

A result has also been published for S2n calculated using so called Nu-
clear Field Theory (NFT) [38]. This approach solves the nuclear three-body
problem in a manner similar to the calculations described in the previous
section. However, it also allows for excitations to the 9Li core. This model
gives a prediction for the mass that is in good agreement with the MISTRAL
result for the 11Li mass.
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Figure 1.10 shows the results for S2n calculated with the models de-
scribed above. Again we see that these models are unable to satisfactorily
resolve the current experimental situation. Although some of the calcula-
tions make predictions that lie well outside the current experimental un-
certainty, most do make predictions that lie between the AME2003 and
MISTRAL results. Another mass measurement with at least the same level
of precision as the MISTRAL result is therefore required to help differentiate
between the results of these models.

1.4 Summary

The motivation for a new measurement of the mass of 11Li with δm <
5 keV/c2 was presented. It was shown that this measurement is needed to
help resolve the current discrepancy between two previous high precision
measurements. The impact of the value of the mass on the results of other
experiments was also demonstrated. The results from a number of mass
models were given along with predictions of the two neutron separation
energy from a number of nuclear models. These models were not seen to
favour one experimental result over the other; rather, good knowledge of the
mass would serve as a stringent test for the predictions of these models.
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Chapter 2

Penning Trap Mass
Spectrometry

We have now seen strong motivation for a new measurement of the mass of
11Li with a precision at least equal to the MISTRAL result, δm = 5 keV/c2.
In this thesis I present new measurements of the masses of 8,9,11Li with re-
spect to the well know mass of 6Li [91, 92]. The radioactive lithium ion
beams were produced using the ISAC facility (see appendix B). The beam
was then cooled and bunched using a gas filled Radio-Frequency Quadrupole
(RFQ) before injection into a Penning trap where the measurements were
made. Although it is an important case, it could be argued that the mea-
surement of 11Li is not sufficient justification for the construction of a multi-
million dollar mass spectrometer. In this chapter I present a more general
motivation for building this device at TRIUMF. The principles of Penning
trap mass spectrometry will then be shown followed by a brief review of
other such devices that are already in use around the world today. Finally
a general overview of the TITAN experiment will be given.

2.1 Motivation for High Precision Mass
Measurements

2.1.1 Nuclear Structure

One of the most important concepts in nuclear physics is that of binding
energy, B, defined as the difference between the mass of the nucleus and its
constituent parts:

B = ZMH +NMn −M(Z,N), (2.1)

where Z is the number of protons, N the number of neutrons, Mn is the
neutron mass and MH is the mass of hydrogen. According to Einstein’s
famous equation, E = mc2, mass can be considered equivalent to energy
and so this mass difference/binding energy is equal to the energy required
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to completely disassemble the nucleus. This energy is dependant on the
nature of the strong interaction inside the nucleus. Thus a measurement of
one of a nucleus’ most fundamental properties, its mass, gives a direct probe
of the nuclear Hamiltonian.

One of the big successes of the nuclear shell model, described in sec-
tion 1.3.3, was an explanation of the so called magic numbersN = 2, 8, 20, 28,
50, 82, 126. It had been observed that nuclei with magic numbers of either
protons or neutrons had a high binding energy compared to that predicted
by the semi-empirical mass model. In the shell model these numbers cor-
respond to the numbers of nucleons required to completely fill each shell.
The relatively large energy spacing between the shells, or shell gap, then
explained the strong binding of the “magic nuclei”. One of the key pieces of
evidence for the existence of magic numbers were plots of two neutron sep-
aration energies versus nucleon number. The magic numbers where shown
as sharp breaks from the otherwise smooth trends in these plots.

An open question is that of what happens to these nuclear shells in re-
gions that are far from the so called valley of stability. Evolution of this
shell structure is predicted by nuclear models that include such exotic phe-
nomenon as shape co-existance, deformations and variations in the strength
of the spin-orbit coupling. One way in which this evolution can be probed ex-
perimentally is through measurements of the two-neutron separation energy
for unstable nuclei. For example early evidence of shell gap melting for the
N = 20 magic number was seen in the 1970’s by C. Thibault et al. through
measurements of the masses of some neutron rich sodium isotopes [54]. Test-
ing predictions for the onset of shell melting and the emergence of new magic
numbers continues to be of great importance in nuclear physics and so fur-
ther mass measurements on short lived-isotopes are required. One proposed
set of measurements with the TITAN spectrometer is of the masses of the
neutron rich nuclei 40−53K, 51−53Ca and 51−52Sc which will give information
about shell effects around the N = 28 magic number.

We have already seen the importance of masses in the description of halo
nuclei. Alongside 11Li it is also planned to make mass measurements on a
number of other halos including 19C, 14Be and the proton halo candidate
17Ne. In addition the mass of the four neutron halo nucleus 8He has already
been measured with the spectrometer.
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2.1.2 Weak Interaction Physics and Tests of the Standard
Model

The Standard Model of particle physics has been enormously successful in
describing the interactions of fundamental particles with each other. Apart
from recent modifications needed in the neutrino sector every experimen-
tal test of the Standard model to date has been in complete agreement with
theoretical predictions. One very precise method to test the standard model
is to look at the unitarity of the Cabibbo-Kobayashi-Maskawa (CKM) ma-
trix. The matrix links the weak eigenstates of the quarks to their mass
eigenstates. In the Standard Model, all matter is composed of twelve basic
building blocks known as the fermions. The fermions can be further divided
into two groups of six particles, namely the quarks, which feel the strong
nuclear force, and the leptons, which do not. The twelve fermions can also
be separated into three generations, each with two quarks and two leptons
(see table 2.1). The up, charm and top quarks have identical properties
except for their masses and so called flavour quantum numbers; the same
is true for the down, strange and bottom quarks. The strong and electro-
magnetic forces are said to conserve flavour, meaning that a quark from
one generation cannot decay into a quark from another generation via these
types of interaction. However, the weak interaction violates flavour conser-
vation meaning that it is possible for a quark in one generation to decay into
a quark of another generation via this interaction. Quantum mechanically
the weak interaction has a different basis, the weak eigenstates, than that
of the electromagnetic and strong interactions, the mass eigenstates. The
CKM matrix describes the mixing of weak and the mass eigenstates [93]: dw

sw
bw

 =

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 ·
 dm

sm
bm


,

(2.2)

where Vud etc are the so called mixing angles between the mass and the weak
bases. The Standard Model puts certain constraints on this matrix. One
constraint is that the sum of the squares of the elements in any given row
should be equal to one. This can easily be understood as the modulus of the
square of each of the mixing angles is the probability that one particle will
decay to another via the weak interaction e.g. |Vud|2 is the probability for a
down quark to decay into an up quark. If the Standard Model accounts for
all existing quarks we would expect that the sums of the probabilities for
the down, strange and bottom quarks to decay into an up quark be equal
to one i.e. for |Vud|2 + |Vus|2 + |Vub|2 = 1.
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Generation 1 Generation 2 Generation 3
Quarks Up Charm Top

Down Strange Bottom
Leptons Electron Muon Tau

νe νµ ντ

Table 2.1: The fermions of the standard model.

Nuclear physics is concerned with systems of protons and neutrons which
are themselves composed of up and down quarks. Hence, experimentally the
value for Vud can be obtained through studies of nuclear beta decay. The
values of the other two terms in the top row of the CKM matrix can be
obtained through high energy particle physics experiments; Vus is derived
from studies of Kaon decays and Vub from the decay of the B meson. Until
very recently the experimental result for this sum showed a 2σ deviation
from unitarity. However, a recent revaluation of the Vus and Vud terms
now gives a result that is consistent with unity at the 0.1% level [40]. The
re-evaluation of Vud was prompted by recent measurements of the mass of
46V [94, 95].

In the Fermi theory of beta decay the relative strength of a decay is
described using the statistical weight function or ft-value, where f is the
energy dependant Fermi integral (or phase space factor) and t is the half-
life of the decay. In practice f is determined by measuring the Q-value for
the decay (i.e. the masses of the parent and daughter nuclei). This ft-value
is solely dependent on the nuclear matrix element Mfi [96]:

ft =
K

G2
F |Mfi|2

, (2.3)

where GF is the weak coupling constant and K is a numerical constant. Mfi

is dependant on the overlap of the initial and final nuclear wavefunctions.
A superallowed beta decay is defined as one in which the spin-parity of

the initial and final state wave function is Jπ = 0+. In such a process both
the spin-parity, Jπ, and isospin, I, of the mother and daughter nuclei are the
same (∆I = ∆J = 0). This means that the total spin of the emitted electron
and neutrino must be equal to zero, i.e. their spins are aligned anti-parallel.
Fermi’s original theory of beta decay (1934) only considered the possibility
of a vector perturbation to the nuclear hamiltonian, this lead to the selection
rule that the total change in spin, ∆J, must equal zero [97]. In 1936 Gamow
and Teller modified Fermi’s theory to include the effects of nuclear spin such
that ∆J = 0, 1 could be considered where J = 0 → 0 transitions are not
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allowed [98]. This is now understood as the perturbing potential in nuclear
beta decay having both a vector and an axial-vector component where the
vector component is responsible for the Fermi type transitions (∆J = 0) and
the axial-vector component is responsible for Gamow-Teller type transitions
(∆J = 0, 1 and J = 0 9 0). The 0+ → 0+ superallowed beta decay is
therefore a pure Fermi transition and can be described by considering only
the vector component of the weak interaction:

ft =
K

G2
V |Mfi|2

. (2.4)

The value of Vud can then be extracted by comparing the relative strength,
GV , of the superallowed beta decay with the strength of the weak interaction
GF , which can be obtained through studies of muon decays [99]:

GV = |Vud|GF . (2.5)

In a superallowed decay the initial and final wavefunctions have the same
quantum numbers. Thus, the initial and final nuclear states are completely
superimposed. If we assume that the nuclear matrix elements are indepen-
dent of the nuclear composition then the ft-values for all these decays should
be the same. This is known as the Conserved Vector Current (CVC) hy-
pothesis. It assumes that there is no coupling between the vector component
of the weak interaction and the strong interaction. Thus it is possible to
determine Vud by measuring ft-values for a number of superallowed beta
emitters.

This theory, however, is not correct in that it assumes that the nuclear
matrix elements are completely nucleus independent, which they are not. It
is necessary to apply corrections to measured ft-values in order to obtain
GV such that [100]:

F t = ft(1 + δR)(1− δC) =
K

G2
V (1 + ∆V

R)|Mfi|2
, (2.6)

where δR and ∆V
R are nucleus-dependent and nucleus-independent radiative

corrections respectively and δC is a charge dependant correction due to
isospin symmetry breaking.

F t values for thirteen Jπ = 0+ → 0+ transitions have been measured to
high accuracy. The results of which are summarized in Figure 2.1 and give
the result [40]:

F t = 3071.4(8), (2.7)
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leading to:
|Vud| = 0.97418(26) (2.8)

These results appear to be in good agreement with each other and provide
verification of the CVC hypothesis. When taken with the 2006 particle data
group values for |Vus| and |Vub| the final result of [40, 101]:

|Vud|2 + |Vus|2 + |Vub|2 = 1.0000± 0.0011, (2.9)

is obtained.

Figure 2.1: a) Corrected F t values from the 2005 evaluation of Vud [39]. b)
Corrected F t values from the 2007 evaluation of Vud [40]. The 2007 eval-
uation includes a new mass values for 46V as well as improved calculations
for the isospin symmetry breaking corrections, δC .

The majority of the error in the value for Vud isn’t in fact due to experi-
ment. It instead comes from uncertainties in the calculations of ∆V

R and δC .
Although the value of ∆V

R can only be improved by better understanding of
theory, the value of δC can be improved with the aid of experiment. This
was the case with 46V. The new value of F t derived from the measurement
initially showed a two sigma deviation from the old data. This lead to a
re-examination of the calculated δC corrections for all the thirteen of the ft
values and to the realisation that the calculations had been carried out on
too small of a model space. Thus a change in the value of a single mass
lead to a complete revision of the calculations of Vud. There are a num-
ber of super-allowed beta emitters whose masses are currently not known
with the required precision for inclusion in the current evaluation which will
be accessible to TITAN e.g. 62Zn and 26Si . There are also a number of
cases, e.g. 74Rb and 62Ga, which could potentially be measured with up to
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an order of magnitude better precision (δm/m < 1 × 10−8) than currently
known. Combined with other planned measurements at TRIUMF to obtain
even more precise half-life and branching ratio values [102], these masses
will help to furnish an even more stringent test of the standard model.

2.1.3 Stellar Processes and Element Nucleosynthesis

Production of all the heavy elements (A ≥ 7) take place via nuclear reactions
in the stars. In order to understand the complex chains of nuclear reactions
that can take place, e.g. the s-, p-, r- and the rp- processes (for an overview
of these processes see [103] or [104]) knowledge of nuclear masses is required.

As an example we consider the rp- process whereby nuclei are synthesised
by the rapid capture of protons via (p, γ) reactions. This process, which
starts with seed nuclei produced during the hot CNO cycle, moves up the
proton rich side of the chart of nuclides. The rate of progress of the synthesis
is dependant both on the rate of proton capture and on the rate of the inverse
process, photo-dissociation. So called waiting points in the process can occur
when these two rates are equal but opposite. For the proton capture to
continue the waiting point nuclei must β decay to produce a new seed for the
process. Because the rate of weak beta decays is much slower than that for
proton capture the existence of such waiting points effectively sets the time-
scale for this process of nucleosynthesis. A good understanding of the rates
of proton capture and photo-dissociation is thus very important for models
of these complex reaction chains, especially around the waiting points. In
some cases these rates have been measured directly using high energy radio-
active ion beams. However, for most nuclei the measurements have not
been carried out and so the rates are calculated using either theoretical or
experimental values for the proton separation energies. As we shall see in
the next section mass models are not always reliable far from stability and
so experimentally measured masses are always preferred.

A recently proposed extension to the rp- process is the νp- process where
the waiting points can be bypassed via fast (n, p) reactions which have the
same net effect as a slow β decay [105, 106]. A possible site for this is in
the proton rich neutrino driven winds following a core collapse supernova.
Here the neutrons required for the (n, p) reactions can be created via the
process p(νe, e+)n. Recent models of this process showed that it could by-
pass the 64Ge waiting point and successfully synthesise the p- nuclei 84Sr,
96,98Ru and 102Pd. These nuclei have long been of interest as no previous
model could explain their high relative abundances. However, the model
still underproduces the p- nuclei 92,94Mo. At this time it is not known if
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this is a true feature of the model or to the poor knowledge of masses in
the region of interest. Measurement of the masses of 91−93Rh and 90−92Ru
can be carried out with TITAN which could greatly influence the predicted
production rates in these models.

2.1.4 Mass Models

As we saw in section 1.3.1 a number of models for the prediction of nuclear
and atomic masses exist (for a detailed summary see [80]). Such models
are needed when experimental results can’t be obtained, either because the
element under consideration can’t be produced in large quantities or because
the element has such a short lifetime it is impossible to carry out any kind
of precise measurement on it. All of these models give good agreement when
applied to nuclei with known masses. However, when using each model to
predict the experimentally unknown masses of nuclei close to the proton
or neutron drip lines, results are obtained which diverge (see figure 2.2).
Extending the range of known masses close to the drip lines, i.e. for nuclei
with extreme isospin which are usually short-lived, will help to constrain
these models and hence improve their accuracy. As an example the masses
of the doubly-magic nuclei 78Ni and 100Sn could be measured with TITAN.

2.2 Mass Measurements with a Precision
Penning Trap

2.2.1 Penning Trap Principles

Particles that carry electric charge feel forces due to electromagnetic fields.
This fact is the underlying principle behind ion traps (devices that use elec-
tromagnetic fields to trap charged particles in two or three spatial dimen-
sions). Such traps allow for the study of charged particles in a well defined
environment, making them ideal for precision measurements.

There are basically two different kinds of ion trap, both of which have
been used to carry out the work described in this thesis:

1. The Penning trap. This trap, developed by Hans Dehmelt on a Pen-
ning pressure gauge principle, uses a combination of static electric and
magnetic fields in order to confine particles spatially.

2. The Paul trap. This trap provides confinement using electrodynamic
fields. It is named after its inventor Wolfgang Paul who along side
Hans Dehmelt won the 1989 Nobel prize in physics for their work with
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Figure 2.2: Difference in the mass predicted by different theoretical models
for the mass of the isotopes of rubidium. For N ≤ 64 experimental masses
are known and the agreement between models is good, for N > 64 the models
diverge. Courtesy of D. Lunney.
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ion traps. The RFQ described in the next chapter is an example of
Paul trap.

Consider an ion moving under the influence of a homogeneous magnetic
field with its velocity perpendicular to the magnetic field lines. The Lorentz
force law, F = q( ~E + ~v × ~B), tells us that the ion will feel a force that will
cause it to move on a circular path around the field lines. We can say that
the effect of the homogeneous magnetic field is to confine the ion in the two
dimensional plane perpendicular to the field.

v

Z

u

Figure 2.3: A simple cylindrical electrode geometry which can be used to
trap ions in one dimension.

Now consider a singly charged positive ion inside the simple three elec-
trode geometry shown in figure 2.3 with its velocity parallel to the z- axis.
By the application of a positive potential, +VDC , to the two end electrodes
a one dimensional potential well can be formed. Positive ions placed at the
center of the trap will be confined along the z- axis as long as their kinetic
energy is less than +VDC . This is an example of a simple one dimensional
electrostatic trap. It is possible to imagine any number of electrode geome-
tries that will provide a similar trapping potential, but it is of note that
Gauss’ law, ~∇ · ~E = 0, tells us that it is not possible to trap ions in more
than one dimension electrostatically (see figure 2.4).

The Penning trap uses the combination of a magnetic and an electro-
static field to trap ions in all three spatial dimensions. Although the elec-
trode geometry used to provide the necessary electrostatic field is in theory
somewhat arbitrary, in practice it is useful to choose a geometry which pro-
vides a field which can be easily analysed. Modern Penning traps are in
general categorized into two groups:

• Hyperbolic or Precision Penning Traps. These traps use a hyperbolic
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b)

Figure 2.4: A typical two dimensional trapping potential (a) and the corre-
sponding electric field lines (b). In order to obtain such a field it would be
necessary to have a charge distribution at the potential minimum, however
when trapping ions this is undesirable as the ions will be lost via collisions
with the distribution.

electrode configuration to form a harmonic potential such that the
electrostatic force exerted on the trapped ions is proportional to the
distance from the center of the trap (see figure 2.5). They are used in
high precision experiments due to the mathematical simplicity of the
fields produced inside.

• Cylindrical or Penning-Malmberg Traps. These traps use some variant
on the cylindrical electrode geometry shown in figure 2.3. They offer
the advantage that the cylindrical geometry is much easier to machine
than the electrodes of the hyperbolic trap. The harmonic fields of the
hyperbolic trap can be recreated by the use of compensation electrodes.

2.2.2 Ion Motion in a Penning Trap

The electrostatic potential produced by an ideal hyperbolic Penning trap
can be written in the form [107]:

V (z, r) =
VDC
2d2

0

(z2 − r2

2
), (2.10)

where d0, known as the characteristic length of the trap, is given as:

d0 =

√
z2
0

2
+
r20
4
, (2.11)

30



Chapter 2. Penning Trap Mass Spectrometry

v E

R

r

Z

B

rm

Figure 2.5: This hyperbolic electrode geometry very closely approximates
the ideal harmonic potential along the z- axis.

and r0, z0 and VDC are as defined in figure 2.5. Using the Lorentz force law
and Newton’s second law the equation of motion of an ion in the trap in
standard cylindrical co-ordinates is then:

F = m~a = −qVDC
d2

0

(~z − ~r

2
)− qB~̇r × ẑ, (2.12)

where B is the magnetic field strength. This can be separated into axial and
radial parts:

z̈ = −qVDC
md2

0

z, (2.13)

~̈r =
qVDC
2md2

0

~r − qB

m
~̇r × ẑ. (2.14)

The axial equation of motion is simply that of an ion in a simple harmonic
potential oscillating with frequency:

ωz =

√
qVDC
md2

0

. (2.15)

The cyclotron frequency of an ion in a homogeneous magnetic field is given
as:

ωc =
q

m
·B. (2.16)

Using equation 2.15 and 2.16 we can re-write the radial equation of motion
as:

~̈r =
ω2
z

2
~r + ωc~̇r × ẑ, (2.17)
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which can be written as a pair of coupled equations in Cartesian co-ordinates:

~̈x− ωcẏ −
ω2
z

2
x = 0, (2.18)

~̈y − ωcẋ−
ω2
z

2
y = 0. (2.19)

This can be further simplified by introducing the general co-ordinate u
where:

u = x+ iy. (2.20)

This can be used to de-couple the equations of motion giving a single equa-
tion:

ü = −iωcu̇+
ω2
z

2
u, (2.21)

which can be solved with the ansatz:

u ∝ exp (−iω±t). (2.22)

This describes a pair of harmonic oscillations with eigen-frequencies:

ω± =
ωc
2
± ωc

2

√
1− 2ω2

z

ω2
c

. (2.23)

From this we can derive the useful relationships:

ωc = ω+ + ω− (2.24)
ω2
c = ω2

+ + ω2
− + ω2

z (2.25)
ω2
z = 2ω+ω− (2.26)

For typical values of magnetic and electric field strength ωz << ωc, because
the axial frequency, ωz, is proportional to the square root of the charge to
mass ratio whereas the cyclotron frequency is directly proportional to the
charge to mass ratio. Hence, ω2

z/ω
2
c << 1 and we can take a Taylor series

expansion of 2.23 to get:

ω+ ≈ ωc −
ω2
z

2ωc
(2.27)

ω− ≈
ω2
z

2ωc
(2.28)

The motion of an ion in a Penning trap is shown in figure 2.6. Alongside the
usual fast cyclotron motion of an ion in a magnetic field the ions undergo a
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slow oscillatory motion caused by the perpendicular electric and magnetic
fields. Equations 2.27 and 2.28 show that the cyclotron frequency is slightly
reduced from that of an ion in a pure magnetic field. Hence, ω+ is known as
the reduced cyclotron frequency. The reduction in frequency, ω−, is known
as the magnetron frequency and is equal to the frequency of the slower ~E× ~B
drift motion.

Figure 2.6: The three harmonic eigen-motions of an ion in a Penning trap.

2.2.3 Mass Measurement Techniques

A Penning trap mass measurement involves a determination of the true
cyclotron frequency of an ion in the trap:

ωc =
q

m
·B. (2.29)

This frequency is then combined with the known magnetic field and charge
of the ion to give a value for the mass. There exist two well known methods
by which the cyclotron frequency of a single ion held in a Penning trap can
be measured:

• The Time of Flight (TOF) method [108]. The magnetron and reduced
cyclotron motions of an ion in a Penning trap can be coupled via the
application of a quadrupolar electric potential of maximum amplitude
Vrf. If the potential is applied on a ring electrode of radius, a, then
the field has components [109]:

Ex =
2Vrf

a
y cos(ωrft),

Ey =
2Vrf

a
x cos(ωrft), (2.30)
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When applied at the resonance frequency ωrf = ωc such a field causes
an oscillatory conversion of the low radial energy magnetron motion
into the high radial energy cyclotron motion and back again, with
periodicity Tr, where:

Tr =
a2

2Vrf

m

q
π(ω+ − ω−), (2.31)

and m and q are the ion’s mass and charge respectively.

If an ion is prepared in a state such that it is initially in a pure low
energy magnetron motion and then a quadrupolar field is applied,
at the resonant frequency, for a time Trf = (2n − 1)Tr, where n is
an integer, then the pure magnetron motion will be converted into
a pure reduced cyclotron motion. It can be shown that the radius
of the ion’s cyclotron motion after the conversion is identical to the
radius of the ion’s magnetron motion before the conversion [110]. The
angular frequency of the reduced cyclotron motion is typically much
larger (ω+ � ω−) than that of the magnetron motion and as such the
ion has a higher radial energy after the conversion. However, if the
frequency of the applied quadrupolar field is slightly shifted from that
of the resonant frequency the conversion will not be complete and the
final radial energy will be less than that for a full conversion.

The radial energy of the ion after the conversion is given as:

Er(ωrf) = Emax
sin2(π2

√
(2∆νrfTrf)2 + 1)

(2∆νrfTrf)2 + 1
, (2.32)

where:
∆νrf =

ωrf − ωc
2π

. (2.33)

Here, Emax is the maximum energy the ion can obtain in the conversion
process:

Emax =
1
2
m(ρ−(0)ω+)2, (2.34)

where ρ−(0) is the initial amplitude of the magnetron motion. The
form of equation 2.32 is shown in figure 2.7. The function has at peak
in radial energy when ∆νrf = 0 as well as a number of side-bands of
smaller amplitude symmetric on either side of the resonance. Hence,
a measurement of the radial energy as a function of the frequency of
the quadrupole excitation can be used to obtain the true cyclotron
frequency of the ion and hence its mass.
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Figure 2.7: Radial energy of an ion in a Penning trap after a quadrupole
excitation for a period of time, Tr. The radial energy is a maximum at the
resonant frequency, ∆νrf = 0. Courtesy of M. Brodeur [41].

Experimentally the radial energy of the ion in a Penning trap can be
found by relating it to the time of flight of the ion between the trap and
a particle detector placed outside the strong magnetic field. Consider
an ion orbiting in a magnetic field oriented in the z- direction with
magnetic moment:

~µ =
Er
B0
ẑ, (2.35)

where Er is the radial kinetic energy of the ion and B0 is the magnetic
field strength. If such an ion moves through a magnetic field gradient
that is aligned with the z- axis the resulting force in the z- direction
is:

Fz = − d
dz

~µ · ~B(z) = −Er
B0

dB(z))
dz

, (2.36)

where B(z) is the magnetic field strength along the path of the ion.
Hence, we see that the ions radial energy can be converted into longi-
tudinal kinetic energy.

An ion extracted from the trap can be guided to the detector using
a series of electrostatic optics. In order to reach the detector the
ion must by necessity traverse a strong magnetic field gradient and
hence its initial radial energy is converted into longitudinal energy
(see figure 2.8). The time taken for the ion to reach the detector can
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be calculated as [110]:

T (Er) =
∫ z1

z0

√
m

2(E0 − qV (z)− µ(Er)B(z))
dz, (2.37)

where E0 is the initial energy of the ion, q is its charge, V (z) is the
electrostatic potential along the ion’s path, z0 is the initial position
of the ion and z1 is the position of the particle detector. Hence, a
measurement of the time taken for the ion to reach the detector after
extraction from the trap gives a relative measure of its radial energy
in the trap and can thus be used to obtain the ion’s true cyclotron
frequency.
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Figure 2.8: The longitudinal magnetic field strength has a strong gradient
outside the Penning trap (left). Thus the radial energy of the ions in the trap
is converted into longitudinal energy upon extraction. A measurement of
the time of flight to an Micro Channel Plate (MCP) detector placed outside
the field gradient thus gives a relative measurement of the ions radial energy
upon extraction from the trap. Figures courtesy of M. Brodeur [41]

• The Fast Fourier Transform Ion Cyclotron Resonance (FT-ICR) method.
For this non-destructive method the image currents induced in the
trapping electrodes are detected when the ions oscillate under the ef-
fect of the applied fields (see figure 2.9). The Fast Fourier Transform
of the image current yields both ωz and ω+ directly and using the fact
that [111]:

ω− =
ω2
z

2 ω+
, (2.38)

the cyclotron frequency can be found. For this method to work accu-
rately it is necessary to use a resonant circuit with a large suppression
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Figure 2.9: A typical setup for the FT-ICR method. The induced signal is
passed through a parallel LC circuit, to filter out noise, before it is amplified.
The Fourier transform of the signal is then taken. From [42]

of the electronic noise produced by the detection equipment. A long
observation time is also desirable as this helps to eliminate the effects
of random noise. For this reason this method has thus far only be
used to measure the masses of stable particles. All existing on-line
Penning trap facilities use the time of flight method to make mass
measurements on short lived radio-isotopes (see section 2.3).

2.2.4 Beam Injection and Trapping

There are two well established methods for injecting ions into a trap. The
first uses a buffer-gas inside the trap to reduce the longitudinal energy of the
injected ions. However, this method is not suitable when making precision
measurements which require excellent, p ≈ 1 × 10−9 mbar, vacuum inside
the trap so as to reduce the effects of collisions with contaminants. With
the second method trapping is achieved by dynamic switching of the trap
electrodes [112].

A simple dynamic loading scheme is shown in figure 2.10. Dynamic
trapping can be used on continuous beams; however it will only trap a small
section of the beam, wasting the rest. Therefore it is a requirement for
efficient trapping that the ions be delivered to the trap in bunches. Also a
requirement for efficient capture is a good overlap between the longitudinal
emittance of the injected pulse and the acceptance of the trap. A Penning
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Figure 2.10: In its simplest form dynamic trapping has two steps. First
an ion pulse enters the trapping region with one half of the trap potential
lowered (left). Second the trapping potential is then raised before the ions
can leave the trap (right). A small bunch of ions is thereby contained in the
trapping region.

trap is normally operated with a well depth on the order of 1 to 10 V, so
to capture one hundred percent of the incident ions the longitudinal energy
spread of the beam needs to be lower than the trap depth, i.e. on the order
of a few electron volts. The ion pulse also needs to have a time spread that is
short compared to the time it would take the pulse to traverse the ion trap.
Assuming a typical beam energy of ten electron-volts, and a trap width of
10 mm this takes on the order of a micro-second. Pulse widths on the order
of one hundred nano-seconds or shorter are therefore desirable.

Injection into the trap also places significant constraints on the trans-
verse properties of the incoming ions. In our theoretical description of the
time of flight method method we casually assumed that the ions would be
injected into the trap in such a way that they would have a finite amplitude
magnetron motion and no fast cyclotron motion. In theory this would be
achieved by injecting the ions in to the Penning trap exactly along the mag-
netic field line that passes through the centre of the trap. As the ions have
no velocity component perpendicular to the magnetic field they also have no
reduced cyclotron motion once trapped. Further, because the electric field
gradient on the centre of the trap is zero they have no initial magnetron
motion. Once trapped a magnetron motion could then be induced by the
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application of an RF dipole excitation at exactly the magnetron frequency.
In reality the beam will have some finite emittance that will make this ide-
alised injection scenario impossible. This will cause the ions to pick up some
radial energy upon injection into the trap and so start the measurement pro-
cess with some finite reduced cyclotron and magnetron motions. This is a
source of error in the mass measurement and leads to a broadening of the
time of flight spectra. Hence, it is always desirable for the ion pulses to
have as low of a transverse emittance as possible. For example, simulations
of injection of ions into the TITAN Penning trap were recently carried out.
It was found that a transverse emittance of 10πmm mrad, or lower, at an
injection energy of 1 keV would be required to minimise the effects of radial
energy pickup [41].

2.3 Facilities for High Precision Mass
Spectrometry

Traditionally methods for making precision mass measurements have been
classified into two groups; direct and indirect. Indirect techniques make
measurements of mass differences between nuclei by looking at either reac-
tions [113] or decays [114, 115]. This can be very useful when looking at
very short lived nuclei, e.g. using invariant mass spectrometry (described
in section 1.2.1) the masses of particles can be found that are completely
unbound. In particular mass spectrometry based on nuclear gamma decay
can be extremely precise with resolutions on the order of 1 eV. However,
applications of indirect methods are limited as the properties of the other
particles involved must also be known to high accuracy.

Direct techniques are somewhat misnomered because no high precision
device can measure mass directly. Instead what is measured is either a time
of flight or a frequency of revolution as an ion moves under the influence
of a magnetic field. This is then compared to that of an ion whose mass is
known.

Time of flight spectrometers such as SPEG at GANIL [116], France or
the S800 at the NSCL [117], USA can make measurements in as little as
1µs and are useful for making wide surveys of the masses of very short lived
isotopes. However, their resolution is limited with δm/m ≈ 1×10−5 typically
achievable. In the MISTRAL double turn mass spectrometer ions follow a
helical path through a homogeneous magnetic field [118]. The cyclotron
frequency of the ions is determined by giving the ions an RF kick at two
points in their trajectory. If the kicks are timed correctly the RF field has no
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net effect and the ions leave the spectrometer through a pair of narrow slits.
If the kicks are miss-timed the ions deviate from the ideal trajectory and do
not leave the spectrometer. The spectrometer can make measurements with
δm/m ≈ 5 × 10−7 on low numbers of ions with micro-second half-lives. In
a storage ring such as the ESR at GSI, Germany mass measurements with
δm/m ≈ 1 × 10−6 can typically be made by measuring the time of flight
around the ring [119]. An order of magnitude improvement in resolution can
be made by measuring the orbital frequency in the ring using the Schottky
pickup method [120]. However, this requires the ions injected into the ring
to be cooled via repeated interaction with cold electrons. This process takes
a few seconds making this measurement technique unsuitable for very short-
lived ions.

To date the most precise mass measurement have been carried out using
Penning traps where accuracies of up to 1 × 10−11 have been reached with
stable ions. With radio-active ions accuracies up to δm/m = 8 × 10−9

have been achieved. However, unlike the techniques outlined in the previous
paragraph these measurements are carried out on very low energy ions,
E ≤ 10 eV. Hence the radioactive ions have to be prepared for injection into
the Penning trap. Here, we present a quick overview of the other Penning
trap systems worldwide.

2.3.1 Off-Line Penning Traps

• MIT ICR. A Penning trap system developed by D. E. Pritchard’s group
at the Massachusetts Institute for Technology (MIT), and successfully
operated for over ten years, it recently relocated to Florida State Uni-
versity [121]. The MIT ICR trap is a cryogenically cooled Penning
trap mass spectrometer where ions are created in the trap via the ion-
ization of a neutral gas. The group has developed a system for directly
comparing the relative frequencies of two different species of ions in
the trap at the same time, one reference mass and one ion of interest,
via the FT-ICR method [122]. This allows them to reduce a number
of the systematic uncertainties associated with precision traps, most
importantly fluctuations in the magnetic field. Mass measurements
have been demonstrated with accuracies of δm/m ≈ 1× 10−11.

• UW-PTMS. The PTMS (Penning Trap Mass Spectometry) group at
the University of Washington uses a cryogenically cooled precision
Penning trap in order to make mass measurements via the FT-ICR
method [123]. Cooling the trap lowers the pressure inside the trap
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to around 1 × 10−18 mbar thus reducing the effects of collisions with
contaminants in the trap. This allows them to achieve accuracy of the
order of δm/m ≈ 1× 10−10.

2.3.2 Penning Traps at Radioactive Beam Facilities

• ISOLTRAP. Radioactive ion beams are created at the ISOLDE fa-
cility at CERN, Geneva, via the ISOL (Isotope Separator On-Line)
method [124]. The 60 keV ion beam produced is collected in a gas-
filled RFQ, then transferred to a gas-filled Penning trap, for isobar
separation, before being passed into a 6 Tesla precision Penning trap
where the mass measurements are made using the TOF method [125].

The ISOLTRAP group was the first to show that a Penning trap mass
spectrometer could be coupled to externally produced radioactive ions.
The system has since been used to measure the masses of over 400
nuclides to an accuracy of around δm/m = 1× 10−8 [126]. Before the
measurements presented in this thesis the shortest lived isotope ever
measured using a Penning trap was 74Rb with t1/2 = 65 ms, this mass
was measured at ISOLTRAP [127].

• JYFLTRAP. At the cyclotron laboratory of the University of Jyväskylä,
Finland, the IGISOL (Ion Guide Isotope Separator On-Line) method
is employed in order to produce low energy (40 to 60 keV) heavy ion
beams [128]. The quality of these beams is then improved by the use of
a gas-filled RFQ before injection into a tandem (isobar separator and
precision trap) 7 Tesla Penning trap system for mass measurements.
This trap came on-line in 2003 and made its first measurements on
some zirconium isotopes (t1/2 ≈ 1 s) with δm/m ≤ 5 × 10−7 [129].
They have since measured a large number of masses including 46V one
of two independent measurements which prompted the re-evaluation of
the isospin symmetry breaking corrections to the F t values described
in section 2.1.2 [95].

• SMILETRAP. The SMILETRAP facility, located at the Manne Sieg-
bahn laboratory in Stockholm, uses an EBIS (Electron Beam Ion
Source) in order to produce a highly charged beam of stable ions.
These are subsequently passed through an analyzing magnet, in order
to select a specific charge-to-mass ratio, before injection into a cylindri-
cal Penning trap. The ions are then passed into a hyperbolic Penning
trap where mass measurements are made via the TOF method [130].
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Measurements have been made on a number of ions with accuracies
in the range of δm/m ≈ 1 × 10−9 to 1 × 10−10. This group recently
published a new result for the masses of 6,7Li with an accuracy of
6× 10−10 [91].

• SHIPTRAP. Medium to heavy mass radionuclides are produced via
fusion-evaporation reactions at the SHIP (Separator for Heavy Ion re-
action Products) at GSI Darmstadt with energies of around 100 keV/u
[131]. This beam is then slowed down to thermal energies in a high
pressure (≈ 100 mbar) gas stopping cell, extracted and bunched in an
RFQ, before injection into a 7 Tesla tandem Penning trap system. Re-
sults of the first on-line measurements were published in 2003 [132].
Recently the masses of some nuclei relevant to calculations of the end
points of the rp- process were published [133]. The masses of the heavy
nuclei close to the proton drip-line have also been measured [134].

• CPT. The Canadian Penning Trap is currently situated at the Argonne
National Laboratory, USA. Beam from the ATLAS accelerator hits a
solid target producing high energy recoil products (E ≈ 50 MeV/u)
which are then put through an Enge magnetic separator. The beam
is decelerated using a gas stopping cell, then cooled and bunched in
a gas-filled RFQ, passed through an additional Paul trap for isobar
separation before injection into a 6 Tesla precision Penning trap [135].
The masses of around 100 unstable ion species have been measured
with a typical precision of δm/m = 1 × 10−8 for half-lives as low as
1 s [136]. This group carried out the first Penning trap measurement
of 46V showing a deviation from the previously accepted value [94].

• LEBIT. Located at Michigan State University’s National Supercon-
ducting Cyclotron Laboratory (MSU/NSCL) the LEBIT (Low Energy
Beam and Ion Trap) device uses a gas stopping cell in order to thermal-
ize the high energy beam (E ≥ 100 MeV/u) delivered by the A1900
fragment separator [137, 138]. The beam is subsequently extracted
from the cell and delivered to a 9.4 Tesla Penning trap system us-
ing first a gas filled linear Paul trap for cooling and then a second
linear trap where the beam is bunched. This group has recently pub-
lished the mass of the super-allowed beta emitter 38Ca[139, 140] with
δm/m = 8 × 10−9, as well as a range of masses relevant to the rp-
process [141].
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2.4 The TITAN Penning Trap Mass
Spectrometer

2.4.1 Overview of the TITAN Experiment

As previously stated the ultimate goal of the TITAN experiment is to carry
out high precision mass spectrometry, (δm/m < 1 × 10−8), on short-lived
(t1/2 ≈ 50 ms) radio-isotopes using a Penning trap [142]. An empirical for-
mula has been proposed which gives an expression for the ultimate possible
precision of Penning trap mass measurements as [143]:

δm

m
' m

TqBN
1
2

, (2.39)

where N is the number of ions detected and T is the excitation time for ions
in the trap i.e. the amount of time for which the RF excitation is applied,
B is the strength of the magnetic field and q is the charge of the ion.

0.01

Figure 2.11: Comparison between the precision in mass measurement for
singly and highly charged ions in a 4 Tesla Penning trap for given numbers
of observed ions.

For stable ions high resolution can be obtained by increasing the excita-
tion time. However, for short-lived ions this is not possible and at present
the maximum experimentally achieved resolution is on the order of 8×10−9

(see section 2.3). In order to improve this precision one can therefore either
increase the number of observations (normally limited by the yield of the
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required ion species and the beam time available at on-line facilities), in-
crease the magnetic field strength (technically very difficult beyond around
10 Tesla) or increase the charge state, q, of the ion to be measured (see figure
2.11).

An overview of the stages of the TITAN experiment is shown in figure
2.12. There are two possible modes of operation. In the first the continuous,
low energy (E ≤ 60 keV) ISAC beam is cooled and bunched by the RFQ,
then sent directly to a 4 Tesla Penning trap where the mass measurement
is made. This method is essentially the same as employed at all other
Penning trap facilities. However, there is no trap for isobaric cleaning at
TITAN. Although this would initially seem to be a disadvantage as it limits
the number of experiments that can be carried out with this simplified set
up, it is the removal of this extra stage of beam preparation that makes
measurements on extremely short lived isotopes such as 11Li possible.

Figure 2.12: Layout of the TITAN experiment with possible beam paths
shown as black arrows. Under normal operation the ISAC beam is brought
up into the RFQ.

In the second mode of operation the ion bunches from the RFQ are sent
to an Electron Beam Ion Trap (EBIT) for charge state breeding before they
are sent to the Penning trap [144]. Using this unique combination of RFQ,
EBIT and Penning trap TITAN will be able to perform mass spectrom-
etry on highly-charged, short-lived ions for the first time. Equation 2.39
can be used in order to compare the ultimate accuracy possible for mass
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measurements at TITAN and those made at other systems (see figure 2.11).
For the same number of singly charged ions TITAN’s resolution is actually
worse than that at other systems due to the lower magnetic field strength.
However, for highly charged ions (only available at TITAN) the resolution
is much better than that achievable at other facilities.

The measurements presented in this thesis were made using just the RFQ
and the Penning trap. At this time the EBIT is still under going off-line
commissioning and is not part of the TITAN setup. Because Lithium is so
light only a small improvement could be made in the overall accuracy of the
measurement by charge state breeding. In the case of 11Li this improvement
would be more than offset by the loss of statistics due to radioactive decay
during the charge breeding process. This coupled with the excellent yields
of 11Li available at ISAC, on the order of 30, 000 ions/s, made 11Li the ideal
candidate for commissioning of the spectrometer without the EBIT.

2.5 Summary

Following a general introduction to the motivation for precision mass spec-
trometry an basic overview of Penning trap theory was given. The time of
flight method of Penning trap mass spectrometry was explained alongside
methods for capturing ions in a Penning trap. In this context it was seen
that the incoming ion pulses need to have short pulse lengths, less than
100 ns, have a small longitudinal energy spread, on the order of 10 eV and a
small transverse emittance, ε99% ≤ 10πmm mrad at 1 keV. An overview of
existing Penning trap facilities was presented alongside a description of the
TITAN Penning trap mass spectrometer.
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Off-line Tests of the TITAN
RFQ

The role of the Radio-Frequency Quadrupole (RFQ) is to prepare the ISAC
beam for injection into the Penning trap. The design and simulation of the
RFQ were the subject of my masters thesis [53]. At the time it was written
the RFQ was set up on a test stand. The RFQ is now installed in the
ISAC hall and the has been tested using off-line ion sources as well as the
ISAC beam. The RFQ itself is essentially the same as previously described.
However, the injection and extraction optics were completely redesigned for
the ISAC installation due to sparking problems at the test stand. In this
chapter I will first give an overview of how the RFQ works followed by a
description of the experimental set up in the ISAC hall. I will then present
some results from the commissioning of the RFQ.

3.1 Buffer Gas Cooling in an RFQ

The purpose of the gas-filled RFQ is to reduce the emittance of an ion
beam. The emittance of an ion beam is conserved under the application
of conservative forces (see appendix A). However, it is possible to reduce
the emittance of an ion beam via the application of non-conservative forces,
e.g. by collisions with a buffer gas. Consider an ion beam impinging on an
infinitely long chamber filled with a dense gas. The ion beam will lose energy
via collisions with the gas, eventually cooling to the ambient temperature
of the gas. This process will eventually lead to the loss of the ion beam as
the scattering will act so as to thermalize the ions in all three dimensions
(ignoring other possible loss processes such as charge exchange). The loss
of velocity of the beam in the common direction of motion can be countered
via the application of an accelerating electric field. However, this in itself
does not necessarily lead to a reduction of the emittance of the ion beam.
Although the velocity of the ions perpendicular to the common direction
of motion will be reduced via buffer gas damping, seemingly leading to

46



Chapter 3. Off-line Tests of the TITAN RFQ

a reduction in emittance, scattering of the ions forward momentum into
the transverse direction acts to counter this effect causing the ion beam to
expand radially. This can lead to a net increase of the beam’s emittance
or worse to the loss of the ion beam. Therefore, in order to reduce an ion
beam’s emittance via buffer gas cooling it is necessary to provide a force
that counteracts the radial expansion. An RFQ can be used to provide such
a force making the buffer gas cooling of ion beams possible.

3.1.1 Paul Trap Concepts

As shown in the last chapter it is impossible to trap ions electrostatically in
more than one dimension. However, using electrodynamic fields it is possible
to create a net focusing force on a charged particle and hence trap in more
than one dimension. Consider the standard quadrupolar two dimensional
electrode geometry shown in figure 3.1 with positive potential applied to one
pair of opposing electrodes and an equal but opposite (negative) potential
applied to the other pair of opposing electrodes. A positive ion inside this
geometry will feel an attractive force due to the negative electrodes and
a repulsive force due to the positive electrodes. This means that it will
move toward one of the negative electrodes. If we switch the potentials on
the electrodes, before the ion reaches the negative electrode, from positive
to negative and vice versa the ion now moves towards one of the newly
negative electrodes. By switching the potentials on the rods fast enough
we can make it such that the ions never have enough time to reach any
given electrode and are effectively trapped. This explanation is slightly
simplistic in that it ignores the fact that the applied oscillating field also
has the effect of driving the ion motion. However, by proper selection of
the properties of the oscillating potential it is possible to trap ions in two
dimensions. This kind of trap is known as a two dimensional or linear Paul
trap. Due to it quadrupolar structure this kind of trap is also known as an
RFQ (RadioFrequency Quadrupole).

The stability of an ions motion in the trap, i.e. whether an ion motion is
bound or unbound, depends on the amplitude and frequency of the applied
RF field, the RF waveform, the size of the trap and the charge-to-mass ratio
of the trapped species. The stability can also be affected by the application
of a DC quadrupolar field to the trapping electrodes or, in the case of the
square-wave-driven trap, by adjusting the duty cycle of the applied RF [145].
Thus linear Paul traps are commonly used as mass filters [146].

The extension of RF trapping to three dimensions is straight forward.
Consider the geometry of the hyperbolic Penning trap. By taking the cross-
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r
v

Figure 3.1: Ion can be trapped in two dimensions via the application of RF
fields to this quadrupolar electrode geometry.

section of this geometry in a plane parallel to the axial direction of the trap
we obtain something similar to the two dimensional quadrupole above, the
only difference being the ratio of the axial to the radial dimensions. Hence,
by applying RF-fields to the ideal trap geometry we can trap ions in three
dimensions. This kind of trap is known simply as a Paul trap.

3.1.2 Digital Ion Traps

RFQ’s use four rods driven with an RF potential in order to trap ions in
two dimensions. One pair of rods has an applied potential that is 180◦ out
of phase with the potential on the other pair. Traditionally such devices
have been driven with a sinusoidally varying RF potential. The potential
is generated using an RF amplifier then ferrite cores are used to split the
phase of the field before it is applied to the trap electrodes. The leakage
inductance of the transformer and the capacitance of the RFQ electrodes
then form a LC circuit on the secondary of the transformer.

The stability of an ion’s motion in an RFQ is dependent both on the
amplitude and the frequency of the applied potential, as well as on the
charge-to-mass ratio of the ion. It is desirable to keep the amplitude of the
RF as large as possible as this increases the depth of the trapping potential
and hence the transfer efficiency of the trap (this is particularly important
for radioactive ions because they are difficult to produce). In a traditional
RFQ driver the transformer is driven far from the resonant frequency of the
LC circuit such that the frequency response is fairly flat in the region of
interest. This leads to a large amount of power dissipation in the secondary
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circuit and is by no means efficient. This design cannot be used at higher
voltages as the power requirements are too severe. Instead the transformer
must be run close to the resonant frequency so as to reduce losses in the
secondary circuit. Losses can be further reduced by using a high Q, i.e. low
bandwidth, resonator. This means that the combination of high voltage and
high bandwidth is impossible with a traditional driver.

A square-wave-driven linear Paul trap was first demonstrated by J. A.
Richards [145]. Using bipolar junction transistors a square-wave of 80 V
maximum peak-to-peak amplitude was generated at frequencies of up to
1 MHz. This was used to drive a small quadrupole for use as a mass filter.
The use of square-waves eliminates the need for ferrite cores and as such it is
possible to build a broadband trap. More recently the cooling and bunching
of ion beams in a square-wave-driven three dimensional Paul trap has been
demonstrated by the CPT (Canadian Penning Trap) group at the ANL
(Argonne National Laboratory) [147]. Using two fast switching MOSFETs
in a push-pull configuration, the group was able to create a square-wave with
a peak-to-peak amplitude of 100 V at frequencies of up to 300 kHz. A number
of papers have also appeared on the use of digital, three- dimensional ion
traps as mass filters from the Shimadzu research laboratory in the UK (see
for example [148–150]) where a three-dimensional Paul trap has been driven
with 1 kV peak-to-peak amplitudes at up to 1 MHz. The name Digital Ion
Trap (DIT) was first introduced by the Shimadzu group. The DIT is so
called because digital electronics are used to control the fast switching of
the applied square-wave and, in the case of the three-dimensional trap, any
other applied RF excitations.

The main limiting factor in square-wave generator design is the energy
dissipated in the switching transistors. This energy scales linearly with the
capacitance of the driven system. An RFQ cooler and buncher is typi-
cally much larger than any previous square-wave-driven system and hence
presents a larger capacitive load. For this reason a square-wave-driven RFQ
cooler and buncher has been heretofore unrealizable experimentally. How-
ever, it was realized that existing technology at TRIUMF developed by the
KICKER group, for the MuLan experiment [151], could be adapted in order
to make a square-wave generator to drive such a trap. The group had previ-
ously developed a method for stacking MOSFETs such that the total energy
dissipated in each chip was reduced. Initially the driver was commissioned
to operate at 400 Vpp switching at frequencies of up to 1 MHz. A second
version of the driver was tested that can switch voltages of up to 600 Vpp at
frequencies up to 3 MHz while driving a dummy load. However, this system
hasn’t been installed in the ISAC hall yet.
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3.1.3 Ion Motion in a Digital RFQ

An ion trap works by applying a net force on the ions that pushes them
towards the center of the trap. The simplest such force is one that varies
linearly with distance from the center of the trap. If we define the center of
the trap as (x, y) = (0, 0) with trapping provided in the xy- plane then such
a force can be represented as:

~F (x, y) = axx̂ + byŷ, (3.1)

where a and b are constants of proportionality. Such a force can be exerted
on the ions via the application of an electric field:

~E(x, y) = E0(λxx̂ + σyŷ), (3.2)

where E0, λ and σ are constants governing the strength of the field. Now
Gauss’ law dictates that:

~∇ · ~E = 0, (3.3)

giving the only non-trivial (λ = σ = 0) physically possible solution:

λ = −σ, (3.4)

and as such:
~E = E0λ(xx̂− yŷ). (3.5)

This electric field has the corresponding potential:

φ = −1
2
E0λ(x2 − y2). (3.6)

This potential can be generated by a set of four hyperbolic electrodes placed
with four-fold symmetry in the xy- plane (see figure 3.2). If a positive bias
is applied to one of the opposing pairs of electrodes and a bias equal in
magnitude but opposite in polarity is applied to the other pair of opposing
electrodes the potential is then:

φ =
φ0(x2 − y2)

2r20
, (3.7)

where φ0 is the magnitude of the potential difference between adjacent elec-
trodes and r0 is half the minimum distance between the opposing pairs of
electrodes.

Although the potential given by equation 3.7 has the desired effect of fo-
cusing linearly in one dimension it also has the undesirable effect of providing
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Figure 3.2: a) The ideal hyperbolic structure (black) needed to create the
potential given by equation 3.23 can be closely approximated by circular
electrodes (gray) where r = 1.148 r0. b) The equipotential lines generated
by such a geometry where V = φ0

2 .

a linear defocusing force in the perpendicular direction. However, it has long
been known that by placing a series of quadrupolar devices together, such
that the focusing direction of each subsequent section is perpendicular to the
previous section, a net focusing force can be obtained [152]. Alteratively, a
net focusing force can be provided by applying a time dependent potential
to the quadrupolar structure thus forming a linear Paul trap.

Consider the quadrupolar structure driven by an ideal square wave, SδV ,
with angular frequency ω, time period T and duty cycle δ = 0.5 where:

S0.5 = 1 0 < t ≤ T

2
, (3.8)

S0.5 = −1
T

2
≤ t ≤ T, (3.9)

and V is the amplitude of the square-wave such that:

φ0 = 2V. (3.10)

The time dependant potential inside the trap is thus:

φ(t) =
S0.5V (x2 − y2)

r20
, (3.11)

and the corresponding electric field is:

E(t) = −2S0.5V

r20
(xx̂− yŷ), (3.12)
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This gives the equations of motion for an ion in the trap as:

m
d2x

dt2
= −Ze2S0.5V

r20
x, (3.13)

m
d2y

dt2
= Ze

2S0.5V

r20
y, (3.14)

m
d2z

dt2
= 0. (3.15)

Here m is the mass of the ion and Ze is its electric charge. In order to
understand the nature of the ions motion inside the RFQ cooler and buncher
let us now consider the ions motion with respect to just one of the radial
axes. If we let:

u =
ω2

4
x, (3.16)

q =
4ZeV
mω2r20

, (3.17)

h =
√

2q, (3.18)

and:
ζ =

ωt

2
, (3.19)

then the ion motion inside the trap can be described by:

d2u

dζ2
+ h2u = 0 0 < ζ ≤ π

2
, (3.20)

d2u

dζ2
− h2u = 0

π

2
≤ ζ ≤ π. (3.21)

The definition of the dimensionless parameter q includes all physical dimen-
sions and fields and it is standard practice to describe the ions motion in a
sinusoidally-driven trap in terms of this parameter. Its use in the descrip-
tion of ion motion in a square-wave-driven trap avoids a redefinition of the
commonly accepted stability parameter. These equations are known as the
Meissner equations after E. Meissner who first used them to study the vi-
brations of the driving rods in locomotives [153]. They have exact solutions
which can most simply be expressed in terms of the transfer matrices:

M+ =
(

cos(hπ2 ) h−1 sin(hπ2 )
−h sin(hπ2 ) cos(hπ2 )

)
,

(3.22)
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for the period 0 < ζ ≤ π
2 and:

M− =
(

cosh(hπ2 ) h−1 sinh(hπ2 )
h sinh(hπ2 ) cosh(hπ2 )

)
,

(3.23)

for the period π
2 ≤ ζ ≤ π. So over the period 0 < ζ ≤ π the transfer matrix

is:
M± = M− ·M+, (3.24)

where: (
u
vu

)
ζ=π

= M± ·
(

u
vu

)
ζ=0

(3.25)

Meissner’s equations are specific versions of a more general set of equa-
tions known as the Hill equations:

d2u

dζ2
+

(
θ0 +

∞∑
r=1

2θr cos(2rζ)

)
= 0, (3.26)

where in the case of the Meisnner equation θr = 0 for r > 0. The properties
of Hill equations were studied in the 1800’s by G. Floquet and it was found
that such equations have both stable and unstable solutions [154]. In this
case the stable solutions correspond to a net focusing force and the unstable
solutions correspond to a net defocusing force on the ion. The stability
criterion:

|Tr(M±)| < 2, (3.27)

can be used to determine if the ion’s motion is bound or unbound [155].
This gives the condition that for a ideal square wave with 50% duty cycle
the value of q must be less than 0.712 if an ion’s motion is to be stable in
the trap. Solutions to the ion’s equations of motion for a number of values
of q are shown in figure 3.3.

It is a general feature that the stable solutions of a Hill type equation
will be of the form:

u(t) = <

[
A

∞∑
n=−∞

Cn exp [i(nω + ωs)t]

]
, (3.28)

where A is a constant depending on the equation’s initial conditions. The
solution is a Fourier series corresponding to a superposition of an infinite
set of frequencies where:

ωn = |nω + ωs| n = 0,±1,±2..... (3.29)
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Figure 3.3: Solutions to the Hill equation, with initial conditions u = 0 and
vu = 1, for given values of q with the pure harmonic macromotion overlayed
for comparison. For q = 0.8 the motion is unbounded (note the larger scale
of the motion) and hence no macromotion solution exists. As the value of q
increases so too does the difference between the macromotion and the exact
solutions. 54
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The relative amplitudes, Cn, depend on the exact form of the Hill equa-
tion, i.e. on the form of the applied potential, but are independent of the
equations’ initial conditions. The slowest oscillation frequency, ωs, is known
as the secular frequency and is also dependant on the form of the applied
potential and independent of the initial conditions. The value of the secular
frequency can be calculated as [148]:

β =
1
π

arccos
(

Tr(M±)
2

)
=

1
π

arccos[cos(π
√
q/2) cosh(π

√
q/2)] (3.30)

ωs =
βω

2
. (3.31)

By observation of the solutions to the Meissner equation we see that the
motion describes a slow harmonic motion, known as the macromotion, per-
turbed by smaller amplitude, higher frequency oscillations, known as the
micromotion. If we assume that the ion is moving in a harmonic potential
at the secular frequency we can describe the oscillations as:

u(ζ) = Am cos(β ζ + α), (3.32)

where Am is the amplitude of the secular motion and α describes the phase
of the motion both of which can be derived from the ion’s initial conditions.
Figure 3.3 shows a comparison between the purely secular oscillation and
actual solutions to the Meissner equation. It can be seen that at lower q
values the motion is very close to that of a particle trapped in a simple
harmonic potential well. However, as the value of q rises the amplitudes of
the higher frequency oscillations increase perturbing the motion from the
ideal harmonic case until, at the critical value of q = 0.712, the particle
motion becomes unbounded.

Thus, we see that by using a quadrupolar structure driven by a square-
wave it is possible to provide a net centering force on the ions that is close to
that created by the ideal harmonic potential. Further, by segmenting the rod
structure it is also possible to apply DC offsets so as to create a longitudinal
potential. If such a device is filled with a buffer gas (see section 3.1.5) it
can be used to cool an ion beam. Bunching of the beam can be achieved
by applying a longitudinal potential of the form shown in figure 3.4. The
cooled ions will collect in the longitudinal potential minimum and are thus
trapped three dimensionally. A cooled bunch of ions can be obtained by
raising an electrostatic barrier inside the RFQ, e.g. at the longitudinal
position z = 600 mm, to stop further incoming ions before they reach the
trapping region. The accumulated sample can then be extracted as a bunch
by reducing the potential at the end of the RFQ.
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4001000

Figure 3.4: Longitudinal potential applied to the RFQ rods extracted from
a simulation of the device. The ions drift through the gas under the influ-
ence of a weak electric field (≈ 0.1 V/cm) before being captured in a deep
potential well.

3.1.4 Ion Motion in Phase Space

Some important properties of an ion’s motion inside an RFQ can be best un-
derstood by a study of an ion’s motion in position-velocity phase space [156,
157]. First consider an ion undergoing the simple harmonic macro-motion
described by equation 3.32. The ion will trace out an ellipse in phase space
as shown in figure 3.5. Now consider the motion of an ion in the RFQ as
calculated using equations 3.22 and 3.23; this is shown in figure 3.6. It can
be seen that at each phase of the RF the ion’s motion falls along the cir-
cumference of a different ellipse. The effect of the micro-motion is to rotate
and stretch the original harmonic ellipse by an amount that is dependant
on the phase of the RF whilst conserving its area.

The area of the corresponding harmonic ellipse will be equal to that of
any one of the distorted ellipses. This area can be found numerically and
hence the amplitude, Am, of the harmonic ellipse can be found using:

Area = Am2 β. (3.33)

The acceptance of the purely harmonic system can be defined by the
ellipse corresponding to a motion with maximum amplitude rmax = r0. As
we have seen the effect of the micromotion is to distort this ellipse as a
function of phase. To first order the acceptance of the RFQ is defined by
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Figure 3.5: A particle undergoing simple harmonic motion as described by
equation 3.32 traces out a right ellipse in phase space.
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Figure 3.6: a) Distorted harmonic ellipses for different phases of the applied
RF- field. A value of 0.4 was taken for q and the ellipses have been scaled
such that the maximum positional deviation = 1. b) The ellipse of the cor-
responding pure simple harmonic motion overlayed on the distorted ellipses.
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the harmonic ellipse whose maximum distorted amplitude r′max = r0, and is
given by:

Acceptance = ωsr
2
max =

βω

2
r2max, (3.34)

where ω is the angular frequency of the applied RF and β can be found
using equation 3.30. The amplitude rmax of the harmonic ellipse can be
found numerically by first converting the dimensions of the ellipses back
into the usual SI units and then scaling the ellipses such that r′max = r0. By
rearranging equation 3.16 we can obtain an expression for ω as:

ω =

√
4ZeV
mqr20

, (3.35)

hence:

Acceptance = β

√
ZeV

mqr20
r2max. (3.36)

The acceptance of TITAN’s RFQ is shown in figure 3.7 as a function of
q. The results assume an applied peak-to-peak voltage of 400 V, an ion mass
of 133u and a value for r0 = 10 mm. As shown in equation 3.36 increasing
the value of the applied voltage by a factor of two increases the acceptance
by a factor of root two. The maximum acceptance was found to occur at
q ≈ 0.32. Using these concepts we can also calculate the depth of the simple
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Figure 3.7: a) Distorted harmonic ellipses (gray) and the corresponding
purely harmonic ellipse (black) for an ion in TITAN’s RFQ operating with
q = 0.3. The ellipses are scaled such that maximum deviation of the ion
from the center of the trap r′max = r0. b) The acceptance of the trap as a
function of q for V = 200 V.

harmonic potential, sometimes called a pseudo-potential, in the trap:

Vpseudo =
1
2
m

Ze
(ωsrmax)2 =

1
2
β2V

qr20
r2max. (3.37)
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This is shown in figure 3.8 for Vpp = 400V. It can be seen that the depth
of the harmonic potential increases as a function of q until q ≈ 0.5 when it
starts to fall again.
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Figure 3.8: Depth of the simple harmonic pseudo-potential in the TITAN
RFQ for Vpp = 400 V

3.1.5 Viscous Damping Model of Ion Beam Cooling

Here we consider a simple model for the cooling of an ion beam inside an
RFQ. Although not complete this kind of model is very useful in trying to
understand the general properties of such a beam cooler.

Consider a cloud of ions with thermal energy sitting in a chamber filled
with an inert buffer gas. Left unperturbed the cloud expands as a function
of time via the process of diffusion. If a uniform electric field is applied
over the length of the chamber the ion cloud will start to move through the
gas. The energy gained from the electric field will be countered by energy
lost through collisions with the gas. After some time the average rate of
the energy gained and the average rate of the energy lost will reach an
equilibrium and the result will be an ion cloud moving through the gas at
a fixed average velocity known as the drift velocity, vd. If the drift velocity
is less than the average velocity due to thermal motion of the ions then
the diffusion process will remain relatively unaffected by scattering of the
ions’ net forward momentum into the transverse direction. In this regime the
electric field strength is proportional to the drift velocity where the constant
of proportionality is known as the mobility, k [158]:

vd = kE. (3.38)

If the drift velocity of the ions is significantly higher than the average thermal
velocity of the atoms, then scattering of the ions forward momentum into
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Figure 3.9: Experimental data for the mobility of Cs+ ions in He [43]. Data
exists for drift velocities up to 4030 m/s corresponding to a kinetic energy
of around 10 eV.

the radial plane becomes significant. In this regime the ions mobility is no
longer constant but is instead dependent on the ratio of the electric field
strength to the number density of the gas, E/N . The drift velocities of ions
in a gas can be measured experimentally as a function of E/N and hence
the mobility can be found.

As the drift velocity of the ions is a constant the acceleration due to the
electric field:

aE =
eE

m
, (3.39)

can be thought of as being countered by an effective deceleration due to the
viscous drag caused by the gas:

ad = −eE
m

= − e

m

Vd
k
. (3.40)

From the measured values of the drift velocity it is possible to construct
a plot of drift velocity versus mobility and a polynomial fit to this data
gives an expression for the mobility in terms of the drift velocity. When
modelling the motion of an ion through the buffer gas we can assume that
its instantaneous velocity is equal to the net drift velocity of an ion cloud
and hence we can calculate the drag force on the particle using equation
3.40.

Including the drag force, the equations of motion for particles in a gas
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filled cooler and buncher become:

mẍ = −ZeSδV
r20

x− e ẋ

k(ẋ)
, (3.41)

mÿ = Ze
SδV

r20
y − e ẏ

k(ẏ)
, (3.42)

mz̈ = ZeEz − e
ż

k(ż)
, (3.43)

where the damping term should only be applied until the ions reach thermal
energies. These equations are not exactly solvable but they can be integrated
using numerical techniques. Figure 3.9 shows the experimentally determined
ion mobility as a function of the drift velocity for ceasium ions in a helium
buffer gas. The data is given in terms of the reduced mobility, k0, which is
the mobility of the ions at standard temperature, T0 = 297 K, and pressure,
P0 = 1 bar. This can be related to the mobility at any given temperature
and pressure as:

k = k0
T

T0

P0

P
. (3.44)

As is common with such experimental results no data exists for ions with
energies greater than around 10 eV. RFQ coolers typically accept ions with
around 5 to 100 eV energies and as such, data outside the experimental range
are needed. One way to obtain such data is via the Monte Carlo method
described in my masters thesis [53]. Results for ceasium ions in helium are
shown in figure 3.10.

A typical calculation of an ion’s trajectory is shown in figure 3.11. Ra-
dially the amplitude of the ion’s motion is damped by the buffer gas whilst
its oscillation frequency remains the same. If the effect of the longitudinal
potential is ignored then the average range, Rz of an ion entering the RFQ
with velocity vint in the z- direction can be calculated in the gas as:

Rz =
m

e

∫ vint

0
k(vz)dvz, (3.45)

and the average cooling time can also be calculated from:

tcool =
m

e

∫ vint

vtherm

k(vz)
vz

dvz, (3.46)

where vtherm is the thermal velocity of the cooled ions. Typical results of
these calculations are also shown in figure 3.11. Such calculations reveal
little about the final properties of a cloud of ions in the gas as they apply
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Figure 3.10: a) Comparison of the experimental data for the mobility of
Cs+ ions in he with the values obtained from Monte Carlo simulations.
The simulations show some deviations from the experimental results (to
be discussed in the following chapter) but reproduce the general trend of
the experimental data well. b) A polynomial fit to a combination of the
experimental data, at low energies, and the simulated data, at high energies
(Vd > 4030 m/s), gives an expression for the mobility of Cs+ in He in the
energy range 0 to 150 eV.

the same average damping force to each ion. This means that eventually all
the ions end up with the same final energy which is clearly not representative
of a physical system.

From the simple considerations above we see that the range of 30 eV
ceasium ions in 2.5 × 10−2 mbar of helium, a typical gas pressure achieved
in other RFQs currently in operation (see for example [159] or [160]), is
around 500 mm and that it takes around 300µs for the ions to thermalise.
Although the cooling time and stopping range will vary with the ions mass,
consideration of the variance in experimental ionic mobilities tells us that
the ceasium numbers should be around the right order of magnitude for most
ions. In fact most of the proposed measurements with the TITAN system
are for ions with masses less than ceasium and as such shorter stopping
ranges and cooling times can be expected. The TITAN system will be used
to make measurements on ions with half-lives in the tens of milliseconds
or longer and as such cooling times of around 1 ms are acceptable. The
maximum length of the cooler was predetermined by spatial constraints to
be 700 mm which fits with the 500 mm stoping range for ceasium. Thus with
this simple model we see that cooling of the ISAC beam is indeed possible
using a gas filled RFQ.
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Figure 3.11: a) An ion’s motion becomes damped as a result of its interaction
with a buffer gas. b) The calculated range of Cs+ ions in He at a gas pressure
of 2.5×10−2 mbar. c) Calculated time for Cs+ ions in He to cool to thermal
energy at a gas pressure of 2.5× 10−2 mbar.
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3.2 Experimental Set-up

A general overview of the complete set up of the TITAN experiment can be
seen in figure 3.12. The Penning trap and EBIT are located on a platform
that sits above the ISAC floor. The ISAC beam is delivered beneath the
platform. The beam is then bent through 90◦ and injected into the RFQ
which is mounted vertically. Once extracted from the RFQ the beam is
again bent through 90◦ and delivered onto the platform.

3.2.1 Optics Elements

There were a number of ion optical elements used for the transport of the
ISAC beam to the TITAN RFQ. These kinds of devices are commonly used
at radio-active ion beam facilities. Further discussion can be found in books
on ion optics (see for e.g. [161] or [162]).

Einzel Lens

An Einzel lens can be formed using the electrode geometry shown in fig-
ure 3.13. A radial focusing force can be generated by placing the central
electrode at a different potential than the two end plates. For a given ge-
ometry the system can be used to focus an incoming beam with the focal
length dependant on the potential difference between the central electrode
and the outer electrodes. There are two modes of operation for an Einzel
lens. In a decelerating lens a potential is applied to the tube which is of the
same polarity as the beam. In an accelerating lens the opposite is true (see
figure 3.13). It is usually preferable to use an accelerating lens as they tend
to produce a more linear focusing force. However, such a lens requires the
application of a potential that is higher in magnitude than the longitudinal
beam energy. Consequently Einzel lenses are typically only used for low
energy beam transport.

Electrostatic Quadrupole

Another method for focusing a charged beam is through the use of electro-
static quadrupoles. Such devices have the same electrode geometry as the
Radio-Frequency Quadrupole presented in section 3.1.3. However, because
they are static they only focus in one plane, while defocusing in the other.
However, by using combinations of electrostatic quadrupoles separated by
short drift regions it is possible to create a net focusing force in both trans-
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Figure 3.12: A general overview of the experiment showing the location of
the ion traps with respect to the TITAN platform (top). The layout with
the platform removed showing rough dimensions of the system (bottom).
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Figure 3.13: A typical geometry for an Einzel lens the ion beam enters from
the left. A net focusing force can be achieved by biasing the central electrode
either positively (decelerating) or negatively (accelerating) with respect to
the charge state of the ion beam.
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Figure 3.14: Combinations of electrostatic quadrupoles can be used to focus
an ion beam in both transverse planes.

Figure 3.15: SIMION [44] simulation of a spherical bender. The bender not
only steers the beam through forty five degrees but it also focuses the beam
in both the bend (shown) and the non-bend directions.

verse directions. As an example the calculated trajectory of an ion beam is
shown in figure 3.14 as it passes through a quadrupole triplet.

Electrostatic Benders

The most simple electrostatic benders consist of a pair of parallel plates
with a potential applied across them. As an ion beam moves through the
plates the resulting electric field acts so as to steer the beam. This allows
for moving the beam through small angles and can be used to correct for
misalignment of other optical elements. Steering through larger angles can
be achieved by bending the plates or as at ISAC through the use of spherical
plates. Spherical plates offer the advantage that as well as bending the beam
they also focus in the bend and the non-bend directions (see figure 3.15).
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3.2.2 TITAN Test Ion Source

In order to allow for off-line testing of the RFQ independent of the ISAC
facility a small Test Ion Source (TIS) was mounted below the platform.
The test ion beams were produced using commercial surface ion sources
purchased from Heat Wave Labs (www.cathode.com). These sources consist
of a rhenium filament potted in an alumina insulator. The alumina is in
thermal contact with the emission surface. The surface is an alumino-silicate
of the element of interest, fused into a porous tungsten disk. The filament is
heated by passing a current through it which in turn heats the alumina and
the emission surface. This causes ions to be released through the process of
thermionic emission [163]. For testing purposes both lithium and caesium
sources were used.

An ion beam was created by floating the ion source at high voltage (typ-
ically 5 to 40 kV above ground). The ions were extracted from the source
using a puller electrode (TIS1:ANODE) which was biased at a few kilovolts
below the source voltage. Finally the ions were accelerated towards ground
such that their final longitudinal kinetic energy was defined by the floating
voltage of the source. The ions were then passed through a series of steer-
ing electrodes (TIS1:XCBx and TIS1:YCBx) and an einzel lens (TIS1:EL1)
before injection into the ISAC low energy transfer line (see figure 3.16).

3.2.3 ISAC Low Energy Transfer Line

After extraction from the ISAC mass separator the beam is delivered to the
TITAN RFQ via a series of electrostatic quadrupoles and benders known
collectively as the ISAC low energy transport line [164]. The section of
beam line directly below the TITAN platform is shown in figure 3.17. The
RFQ itself is mounted vertically and so the beam is bent upward using a pair
of spherical benders (2T:B1). The first bender deflects the beam through 45◦

before it is passed through a pair of quadrupoles. The second bender only
bends the beam through 36◦; the final 9◦ bend is carried out using a pair of
plates (2T:YCB3). This combination of benders forms a kind of switch yard
whereby the source of the ion beam can be selected by switching the voltage
on the last 9◦ bend. If the pair is normally biased the ISAC beam is steered
up into the RFQ, if the plates are unbiased the beam from the TIS is sent
to the RFQ, finally by reverse biasing the plates it is possible to send ion
pulses that have been extracted from the bottom of the RFQ back into the
ISAC beam line. After the switchyard the beam is then passed through a
series of quadrupoles (2T:Q3, TRFC:Q1, TRFC:Q2) before delivery to the
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Figure 3.16: The TITAN Test Ion Source (TIS) and the ion optics used to
deliver the test beam to the ISAC low energy transport line.
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Figure 3.17: The ISAC Low Energy (ILE) transfer line in the region below
the RFQ. The location of the TITAN Ion Source is indicated.
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Figure 3.18: The emittance of the ISAC beam as compared to the acceptance
of the TITAN RFQ. The two parallel lines represent the buffer gas aperture
at the entrance to the RFQ. The beam emittance was calculated assuming
an ion mass of 133u and a beam energy of 40 keV.

injection and deceleration system.

3.2.4 Deceleration and Injection

One of the biggest challenges in the design of a gas-filled RFQ is that of
injection of the beam into the cooler. The ISAC beam can be delivered to
the RFQ with energies in the range of 20 to 60 keV. An RFQ beam cooler
typically accepts beams with energies in the range of 10 to 200 eV and as
such the beam must be decelerated. The transverse emittance of the beam
is typically on the order of 10πmm mrad. However, the low energy transfer-
line described in the previous section can potentially transport beams with
up to 50πmm mrad. The injection optics must therefore be able to take a
50πmm mrad at 60 keV and decelerate it down to 10 eV whilst maintaining
a good match between the emittance of the beam and the acceptance of the
RFQ. The deceleration can be achieved by floating the RFQ at a voltage
close to, but slightly below, the beam energy.

A set of injection optics comprising a series of aperture lenses had been
commissioned as part of the initial set-up on the test stand [53]. However,
It was found to be impossible to operate the RFQ at higher than 20 kV
due to problems with the electrodes sparking. It was therefore decided
to redesign the injection optics for the installation in the ISAC hall. In
order to design a set of injection optics for an RFQ it is necessary to first
calculate the acceptance of the device. This is complicated by the fact that
the acceptance changes depending on the amplitude, frequency and phase
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of the applied RF. It is therefore usual to design the optics to match the
first order acceptance of the RFQ, as defined in section 3.1.4, then carry out
higher order simulations to see how well the system will accept the beam.

The low energy beam transport line was designed so that the ISAC
beam’s transverse emittance profile would form a right ellipse at a distance
of 240 mm downstream from the entrance to the RFQ. For a 50πmm mrad
beam this right ellipse would have a radius of 2.5 mm in both transverse
directions. Figure 3.18 shows the emittance profile of this beam in position-
velocity space as compared to the maximum first order acceptance of the
TITAN RFQ (as calculated in section 3.1.4). It can be seen that the two
ellipses overlap well and that a beam with this profile would not hit the 2.5
mm radius differential pumping apertures which are needed to maintain the
buffer-gas pressure inside the RFQ. The deceleration optics were therefore
designed so that they could decelerate the beam whilst maintaining this
emittance profile and thus provide for efficient injection of the beam into
the RFQ.

We have previously noted that a beam undergoing simple harmonic mo-
tion traces out a right ellipse in position-velocity phase space. Therefore,
the new deceleration optics create a radially harmonic potential such that
the natural motion of an ion in the potential matches the initial emittance of
the injected beam. Thus, the beam is decelerated without any change in its
transverse emittance profile. Such a system has previously been described
using an axially symmetric static quadrupole [156]. However, this geometry
wasn’t suitable as it would require some re-shaping of the RFQ electrodes.
Instead the design was simplified so as to only require two deceleration elec-
trodes, one which would sit at ground and the other at the same voltage as
the floating RFQ. The potential is generated using the electrode geometry
shown in figure 3.19. The required radius, r0, can be calculated using:

ω ∝
√
Erad
rbeam

=

√
Elong

r0
, (3.47)

where Erad and Elong are the initial radial and longitudinal energies of the
beam and rbeam is its radius as it enters the decelerator. This leads to the
simple condition:

r0 =

√
Elong
Erad

rbeam ≈
rbeam
θbeam

, (3.48)

where θbeam is the divergence of the beam as it enters the decelerator. The
beam delivered from ISAC has rbeam = 2.5 mm and θbeam = 20 mrad so:

r0 = 125 mm, z0 =
r0√

2
= 88.4 mm (3.49)
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Figure 3.19: With the end-cap electrodes at ground and the ring electrode
at twice the required decelerating voltage, Vdcl, the hyperbolic electrode
structure used to generate the harmonic potential in a precision Penning
trap can also provide the required harmonic potential for the deceleration
system. However, a full trap geometry is not needed. Instead a quarter of
a trap may be used with one end-cap electrode and one conical electrode to
generate the equi-potential line at the deceleration voltage.
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Figure 3.20: Comparison of the initial (solid line) and final (dots) emittance
of a 60 keV, 50πmm mrad beam of mass 133u after simulated deceleration
with the new injection optics. There are some minor differences between the
two ellipses. However, they are close to identical.

The final design of the deceleration system was based on simulations car-
ried out using the ion optics package SIMION [44] . These simulations were
necessary in order to take into account deviations from the ideal harmonic
potential. Such deviations can be created by the introduction of apertures
in the deceleration electrodes to allow for injection of the ions and by the
truncation of the electrodes which are ideally infinite. SIMION works by
solving the Laplace equation numerically using finite element methods. The
solution is found on a regular grid, and an array of values for the electrostatic
potential at each point on the grid is generated. The trajectories of ions can
then be simulated as they move through the resulting array of values for the
electrostatic potential. Electrodynamic effects can also be approximated
by changing the potential applied to the electrodes as the ions propagate
through the array. The changing of potentials can be controlled via user
programs written in the Lua scripting language. Two sets of simulations
were carried out. The first was a simple two-dimensional simulation of the
system which ignored the effects of the electrodynamic field applied to the
RFQ. This simulation was carried out on a relatively fine grid with ten grid
units per millimetre. These simulations showed that although the effects of
truncating the electrodes were negligible, the injection apertures act so as
to slightly focus the injected beam. A simple solution to this problem was
to place an einzel lens before the decelerator. The lens was placed so as to
exactly compensate for the focusing effect caused by the apertures in the
decelerator. Figure 3.20 shows the results of the two dimensional simula-
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Figure 3.21: SIMION simulation of the new deceleration optics for the TI-
TAN RFQ. Here a 40πmm mrad beam is decelerated from 60.1 keV and
injected into the RFQ, q = 0.3, Vpp = 400 V, with 100% efficiency.

tion. It can be seen that with the inclusion of the einzel lens the decelerator
perturbs the emittance profile of the injected beam very little. Finally, a full
three dimensional simulation was carried out on a coarser grid size (one grid
unit per millimetre). The effects of the RF potential were included in this
simulation. It was found that at an applied peak-to-peak voltage of 400 V a
60 keV, 40πmm mrad beam could be injected into the RFQ without losses
(see figure 3.21). However, a peak-to-peak voltage of 600 V is required to
fully accept the 50πmm mrad at 60 keV. The final design of the deceleration
system is shown in figure 3.22 including the einzel lens (TRFC:DCL3), the
hyperbolic electrode (TRFC:SK3C) and the deceleration cone (TRFC:SK4).

3.2.5 Radio-Frequency Quadrupole

The mechanical structure of the Radio-Frequency Quadrupole is essentially
the same as described in my masters thesis [53]. However, for completeness
it is desirable to repeat this description here. The vacuum and high voltage
systems associated with the RFQ were modified for the new installation in
the ISAC hall.
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Figure 3.22: The new deceleration system for the TITAN RFQ.
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Mechanical Design

The structure of the RFQ is shown in figures 3.23 and 3.24. The trap has an
r0 = 10 mm, is 700 mm long and was segmented longitudinally into twenty
four pieces. The main body of the trap consists of eleven segments each
40 mm long. Twelve 20 mm sections were used at the ends of the trap,
seven at the trap entrance and five at the trap exit, along with one 9 mm
piece. The shorter electrodes were used so as to give greater control over
the longitudinal potential in the injection and bunching regions.

Figure 3.23: Mechanical drawing of the RFQ design (end view).

The RFQ electrodes were machined in a ‘pillbox’ shape. This allowed
for the electrodes to be easily mounted on four specially machined alumina-
silicate electrical isolators. The isolators were designed to hold the electrode
pieces such that they were equally spaced and properly aligned. The isolators
were held in place by three metal frames which were mounted on the lid of
the RFQ box (see figure 3.24) . This meant that the structure could easily
be lifted in and out of the box if maintenance was required. Opposing pairs
of electrodes were wired together using stainless steel welding rod. The box
lid had fifteen 23

4

′′ ConFlat flanges welded to it to allow for the mounting
of electrical feedthroughs and for the attachment of a gas feeding system.

High Voltage Considerations

In order to decelerate the incoming beam before cooling the RFQ is floated
at a voltage, Vf , close to that of the beam energy. To achieve this the RFQ
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Figure 3.24: Mechanical drawing of the RFQ design (side view).

itself was mounted in an large vacuum vessel which was isolated from ground
using ceramic insulators which where capable of holding 60 kV electrostatic
potential. The whole device was mounted inside a Faraday cage (cage 2
in figure 3.25). The square-wave driver was also placed inside the cage, on
ceramic insulators, and floated to the same potential as the RFQ. A second
Faraday cage was built on the platform and all the electronics required for
the RFQ were placed within. The gas feeding system for the RFQ was also
placed inside this cage. The two cages were floated at a common potential
and were connected via a duct. This duct allowed for cables to be passed
from one cage into the other. The test ion source was placed inside a third
Faraday cage which was connected through a second duct to the RFQ cage.
The source was floated using the same supply as the RFQ, however a second
supply was also used so as to be able to apply a small offset in voltage, δV ,
between the two devices. This offset defined the injection energy of the ion
beam as it entered the RFQ.

Vacuum and Gas Flow

An overview of the vacuum system for the TITAN RFQ is shown in fig-
ure 3.26. The gas feeding system was mounted in the Faraday cage on the
platform. The gas was then fed into the RFQ via a stainless steel tube
that ran through the duct between the two cages. Gas pressure, typically
on the order of 1× 10−3 to 1× 10−2 mbar, was maintained inside the RFQ
box through the use of differential pumping apertures. These apertures had
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Figure 3.25: Schematic overview of the high voltage set-up for the TITAN
RFQ.
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Figure 3.26: Overview of the vacuum system for the TITAN RFQ.
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5 mm diameters to allow for the injection of the ion beam into the RFQ.
Pumping was achieved through the use of both a 1000 l/s and a 500 l/s
turbo-molecular pump mounted at ground on the vacuum crosses at either
end of the RFQ.

Square-Wave-Driver

The square-wave was generated using fast switching MOSFETs (Metal-
Oxide-Semiconductor Field-Effect Transistor). A simple signal amplifier can
be generated by using two such MOSFET’s in a push-pull configuration (see
figure 3.27). A method for stacking a series of MOSFETs such that high
voltages, V ≤ 25 kV, could be switched with repetition rates of up to 77 kHz
had already been developed at TRIUMF for use in the MuLan experiment
at the Paul Scherrer Institute in Switzerland [164]. Each MOSFET was
placed on a separate circuit board electrically isolated from ground. Power
was magnetically coupled to the board via an inductive core and the trigger
signal relayed via optical fibre. This meant that the common voltage on
each board could follow the voltage on the MOSFET’s source ensuring that
the gate-source junction remained forward biased regardless of the voltage
on the source. The square-wave generator used was based on this system.
The whole system can simply be considered as a square-wave-driven RC cir-
cuit. The RFQ presents a capacitative load, along with the capacitance of
the MOSFETs themselves and the capacitance of all the wires etc used to
connect the driver to the RFQ rods. There is also a resistance in the circuit
so as to limit the current passing through the MOSFETs. The repetition
rate is limited by the rise time of the voltage which is dependant on the RC
time constant for the circuit. The system was designed to switch a maxi-
mum peak-to-peak voltage of 400 V at frequencies of up to 1.2 MHz. Two
stacks of three DE375-102N12A MOSFETs from Directed Energy Incorpo-
rated were used to create each phase of the square-wave. These MOSFETs
have fast switching times (≈ 5 ns), can operate with a maximum voltage
between the drain and the source equal to 1 kV and can be operated with a
maximum current between the collector and the emitter of 72 A. To generate
a square wave of 400 Vpp only requires two MOSFETs. However, by stacking
the chips the power dissipated by each of the chips is reduced increasing the
maximum frequency at which it is possible to drive the MOSFETs. Stacking
the MOSFETs also has the desirable effect of reducing the total capacitance
of the stack as their individual capacitances add in series. It also allows for
further MOSFETs to be added in the future making it possible to switch
voltages larger than 1 kV. Detailed simulations and experimental measure-
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ments of the total capacitance of the RFQ system were carried out and the
total capacitance found to be around 1500 pF [165]. Assuming that the sys-
tem is symmetrical this means that each pair of rod represents a capacitance
of 750 pF. A resistance of 75 Ω was used to limit the current through the
MOSFETs. This gives an RC time constant for the circuit of τ = 56 ns and
a rise time (10% → 90%) equal to 124 ns. At an operating frequency of 1
MHz the combined rise and fall time is approximately 10% of the period of
the applied RF.

Figure 3.27: A simple push-pull system for creating a high amplitude square-
wave. The wave is generated by alternatively forward biasing the gate-
source junctions of the MOSFETs. Each trigger floats at the respective
source voltage. This ensures that the MOSFETs remain forward biased as
the source voltage changes. The waveform shows the voltage between the
MOSFETs as a function of time.

The driver was tested directly by applying voltage to the RFQ rod struc-
ture. To minimize the length and hence the capacitance of the connecting
wires the driver was mounted beside the RFQ box. The square-wave was
then put onto the RFQ electrodes via coupling capacitors (see figure 3.28).
The voltage over the MOSFETs was supplied by a single supply. A square-
wave was generated between 400 V and ground. The coupling capacitors
converted this to a wave between ±200 V. The longitudinal potential was
supplied from separate DC power supplies and then added to the AC signal
using coupling resistors. The value of the resistance, 10 MΩ, was chosen
such that it was much larger than the impedance of the RFQ. This ensured
that the RF did not flow into the DC supply. The resulting measured wave-
form is shown in figure 3.29. A second version of the driver has also been
commissioned driving a dummy load. This driver can be run at 600 Vpp

(peak-to-peak) at up to 1 MHz and 400 Vpp at up to 3 MHz . When in-
stalled this version of the driver will be able to trap over the full mass range
available at TRIUMF without the need to reduce the applied voltage below
400 Vpp.
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Figure 3.28: The AC potential is coupled to the electrodes via a capacitor
and the DC potential via a resistor. A resistance is chosen that is large
compared to the impedance of the RFQ such that the AC signal doesn’t
flow into the DC supply.

Figure 3.29: Oscilloscope screen shot of both phases of the applied waveform
taken directly from the RFQ rods. Both waves have a 500 V peak-to-peak
amplitude and are set to oscillate at a frequency of 526 kHz. It was later
decided to limit the operating voltage to 400 V in this configuration as this
reduced the current load on the MOSFETS.
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Figure 3.30: Extraction of an ion pulse from the RFQ is achieved by applying
a kicking voltage δvk to the last (#24) and third from last (#22) segments.

3.2.6 Extraction and Re-Acceleration

Extraction of an ion pulse from the RFQ is achieved by pulsing the DC
potentials applied to the RFQ electrodes as shown in figure 3.30. The ions
are then re-accelerated using electrostatic optics.

Pulsing Methods

The simplest method for pulsing the DC voltage applied to the RFQ elec-
trodes is to use a push-pull switch as shown in figure 3.31. The rise time
of the applied pulse is governed by the RC time constant of the coupling
capacitor and the load resistance. It was found experimentally that in order
to properly pass the square-wave without significant attenuation a coupling
capacitor of at least 2 nf must be used. When coupled with the minimum
resistance required so as to not overload the RF driver, 40 kΩ, this gives a
time constant of 80µs. Simulations had shown that the ion bunch would
take on the order of 10µs to exit the trap. The rise time for the extraction
pulse using this method is then significantly longer than the extraction time
from the trap which is undesirable.

Two methods were considered for reducing the RC time constant. The
first involves floating the push-pull switch on the RF such that the load
resistance is no longer needed. The second was to inductively couple the
RF onto the extraction electrodes, thus removing the coupling capacitor.
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Figure 3.31: Pulsing of the last RFQ segment can be applied using a sim-
ple push-pull switch (left). However, the rise time is governed by the RC
time constant. Inductively coupling the RF onto the electrodes removes the
coupling capacitor and so decreases the rise time (right).

The first method is more in keeping with the broadband philosophy behind
using a square-wave-driver. However, it was considered to be technically too
difficult to implement with the current driver set-up. The second method
introduces transformers and hence a LC circuit formed by the capacitance
of the RFQ electrodes and the leakage inductance of the transformer. If
the resonant frequency of the LC circuit is much higher than the maximum
operating frequency of the square-wave-driver then the square wave should
be passed by the transformer without the introduction of ringing. If not the
LC circuit will begin to resonate distorting the induced waveform. It was
found that by using a separate transformer for each segment the capacitive
load was low enough that any ringing on the applied waveform was negligible
over the frequency range 200 kHz to 1 MHz at up to 400 Vpp. However, if
in the future a square-wave-driver with significantly increased RF voltage
(Vpp > 1 kV) is constructed this method will not be practical.

Re-acceleration

The re-accleration optics have a fairly simple design which is shown in fig-
ure 3.32. The ions are extracted from the RFQ and accelerated using the
inverse of the deceleration optics described in section 3.2.4. They are then
focused using an accelerating Einzel lens and passed through a differential
pumping barrier. In the DC mode of operation the longitudinal energy of
the extracted beam is always equal to that of the injection energy as the ions
are re-accelerated towards ground. However, in pulsed mode the transport

85



Chapter 3. Off-line Tests of the TITAN RFQ

Figure 3.32: Extraction optics for the TITAN RFQ. An ion pulse accelerated
to 1 keV longitudinal kinetic energy before entering a pulsed drift tube. The
potential on the tube is then switched using a push-pull switch such that
the ions leave the tube at ground. The ions are subsequently focused so that
they pass through a 5 mm differential pumping aperture using an Einzel lens
placed half way between the RFQ and the aperture.

energy of the extracted bunch can be reduced by first accelerating the ions
into a drift tube with the required transport energy (see figure 3.32 ). Once
the ions are inside the tube its potential can be pulsed to ground. Thus the
ions leave the tube at ground potential with a kinetic energy equal to the
initial potential difference between the RFQ and the tube, ∆V . Figure 3.33
shows the full layout of the extraction optics including the bender used to
bring the cooled beam up onto the TITAN platform.

3.2.7 Beam Detection and Diagnostics

A number of different systems for beam detection were used in order to
commission the TITAN RFQ. The positions of these devices are shown in
figures 3.17 and 3.22.

Faraday Cup

For detection of ion currents a simple Faraday cup was used. If an ion beam
impinges on a metal plate then the beam current can be read directly by
placing an ammeter between the plate and ground. However, the ion beam
can also cause secondary electrons to be released from the plate’s surface.
Hence, the net current between the plate and ground can be greater than the
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Figure 3.33: The TITAN acceleration system.
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Figure 3.34: A typical Faraday cup design.

beam current. To reduce this effect a cup is used instead of a plate. If the
depth of the cup is much greater than its diameter then the probability of
electrons leaving the cup is reduced, leading to an improved current reading.
A long narrow cup can only be used if the divergence of the ion beam is small.
Usually this is not the case. A shorter cup can be used with an electrically
biased plate at its entrance. By applying a negative voltage to the plate an
electric field is created that repels the secondary electrons back into the cup.
A typical Faraday cup design is shown in figure 3.34.

Rotating Profile Monitor

A Rotating Profile Monitor (RPM) passes a helical-shaped wire probe through
the incident ion beam first in the horizontal and then in the vertical direc-
tion. As the beam strikes the wire secondary electrons are created which
are subsequently detected. A plot of the electron current as a function of
the wire’s position then gives the corresponding beam profile.

MCP and Channeltron

Faraday cups lack sensitivity below I = 10 pA due to inherent noise in
the electrical system. For detection of smaller ion currents some form of
current amplification is first needed. Both MCP and Channeltron detectors
work by amplifying the number of secondary electrons produced when an
ion beam impinges on a surface of low work function. The amplification
takes place by repeatedly accelerating the secondary electron beams between
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Figure 3.35: A single channel electron multiplier (left) and a chevron stack
MCP (right). In a electron multiplier an accelerating voltage is applied
over the length of a narrow semiconducting tube. The secondary electrons
produced when the incident ion hits the tube are thus accelerated until the
in turn collide with the tube wall. This repeats producing an avalanche of
secondary electrons.

successive collisions with the surface (see figure 3.35). A channeltron is large
single channel electron multiplier which gives a final current which is simply
proportional to that of the incident ion beam current, with a typical gain is
on the order of 107. A Micro-Channel Plate (MCP) is an array of electron
multipliers formed into a thin glass plate [166]. The plates can be stacked so
as to further increase the gain. The resultant electrons can either be detected
electronically or optically through the use of a fluorescent phosphor screen.

3.3 Test Results

The RFQ was tested using both caesium and lithium beams from the test ion
source. For efficient cooling of the beam the mass of the gas atom should be
significantly less than that of the ion such that the ions are not significantly
perturbed from their initial trajectories upon collision. When cooling lighter
ions such as lithium the choices of potential buffer gases are therefore limited.
Two potential candidates were identified: helium and molecular hydrogen
(H2). The cooling of light ions in H2 had previously been investigated with
an RFQ at the GANIL facility in Caen, France with reasonable efficiencies
on the order of 10% [167]. However, cooling in H2 was initially discounted
due to the explosive nature of the gas. Initial tests were therefore carried
out in helium. However, during the testing an opportunity arose to measure
the mass of 8He with the spectrometer. This couldn’t be cooled in helium
due to resonant charge exchange and so H2 was used. Once the use of H2 in
the TITAN RFQ was formally approved tests were also carried out to study
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the cooling of lithium in helium.

3.3.1 DC transmission tests

For these tests the efficiency of the RFQ in DC mode was studied systemat-
ically as a function of gas pressure, RF voltage, RF frequency and injection
energy (δV ). The DC effiency was defined simply as the ratio of the ex-
tracted ion current, as measured on TRFCBL:FC0 (see figure 3.33), to the
injected current, as measured on ILE2T:FC2 (see figure 3.17). The tests
were carried out for both caesium at an initial beam energy of 5 keV and
lithium at 20 keV. The beam widths were measured using the ILE2T:RPM3
(see figure 3.17) as a function of the voltage applied to the Einzel lens
TIS1:EL1 (see figure 3.16) which were then used to get the emittance of the
ion beam using a transfer matrix found through SIMION simulation (see
appendix A). It was found that the TIS beam had a transverse emittance of
ε99% = 25±5πmmmrad at both 5 keV and 20 keV which matched well with
SIMION simulations of the source which predicted ε99% = 30πmm mrad.
In all cases an initial ion current on the order of a nano-amp was used and
a 7 V DC gradient was applied across the length of the RFQ.

Figure 3.36 shows the efficiency of the transfer of the caesium in helium
as a function of the buffer gas pressure for different injection energies (Vpp =
400 V, f = 600 kHz). In general the efficiency of the RFQ increases as
the initial energy of the ions decreases. This is because the ions are more
likely to be scattered into the RFQ electrodes through high energy collisions
than low energy collisions. At very low energy the efficiency falls this is
probably due to the longitudinal energy spread of the beam, at low energies
a proportion of the beam will not be sufficiently energetic to enter the cooler.
The efficiency as a function of the stability parameter q is also shown in
figure 3.36 (δV = 20 V, p = 5 × 10−3 mbarr) . Maximum transmission
occurs at q ≈ 0.5, this corresponds to the deepest psuedo-potential in the
RFQ. The advantage of running at higher voltages can be easily seen as the
efficiency rises with the peak-to-peak voltage.

Figure 3.37 shows the DC efficiency of stable lithium in both hydrogen
and helium as a function of the rate of flow of the gas into the RFQ (
f = 1.15 MHz, Vpp = 80 V). It can be seen that with both gases good DC
efficiencies can be obtained although the peak DC efficiency in hydrogen
(≈ 40%) is twice that of helium (≈ 20%). Using the original version of
the RF driver the frequency couldn’t be increased above 1.2 MHz. This
meant that the RFQ could not be operated at the full 400 Vpp and still
have a suitable trapping parameter, q, for lithium ions. The voltage of

90



Chapter 3. Off-line Tests of the TITAN RFQ

20

Figure 3.36: The DC transmission efficiency of caesium ions in helium
through the TITAN RFQ.
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Figure 3.37: The DC transmission efficiency of lithium ions in helium and
H2 through the TITAN RFQ as a function of flow rate, RFQ square-wave-
voltage Vpp, and offset voltage δV (as defined in figure 3.25).

the applied RF was thus varied at fixed frequency (f = 1.15 MHz) to find
the peak transfer efficiency. This occurred at slightly different voltages for
the two gases but was generally higher than that for operation of the RFQ
without gas. Also of note is the efficiency as a function of δV (as defined
in figure 3.25). Unlike for caesium in helium it can be seen that a lower δV
always resulted in an increased transfer efficiency. Due to the light mass
of lithium the RFQ had to be run at a lower peak-to-peak voltage than for
caesium resulting in a shallower pseudo-potential. This combined with large
scattering angle associated with collisions between ions and gas atoms that
are similar in mass leads to significant losses for higher energy collisions.

3.3.2 Pulsed Operation

Pulsed operation of the RFQ was demonstrated by detecting the extracted
pulses on TRFCBL:MCP0. The signal induced on the MCP’s anode was
capacitively coupled onto a scope as shown in figure 3.38. The ions were
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Figure 3.38: Two signals induced on the MCP corresponding to 6Li and 7Li.
The signals were capacitively coupled into an oscilloscope as shown. The
oscilloscope traces are the average of the signal induced by 128 individual
pulses.

collected by keeping the same 7 V DC potential but with the potential on the
last RFQ electrode raised above the high voltage bias. For caesium ions a
deep well was formed by lowering the potential on the penultimate electrode
(#23) to around −11 V . However, for lithium ions it was observed that this
would result in ion pulses of severely reduced amplitude. This was due to
scattering of the ions as they are accelerated into the deeper well. A typical
pair of detected lithium pulses is shown in figure 3.38 . There are two peaks;
the earliest and therefore the lightest corresponds to 6Li, the later to 7Li.

The width of the ion pulses as a function of the extraction voltage is
shown in figure 3.39. It can be seen that extremely short pulses, 30 ns
FWHM, were achievable. The pulse width was also observed to decrease
with increased extraction amplitude with a plateau at around 100 V. It was
also observed that the pulse width increased when the pulse drift tube was
used to reduce the ion’s extraction energy from 5 keV to 1 keV. This was
also coupled with a reduced capture efficiency in the Penning trap due to an
increase in the longitudinal energy spread. This was found to be due to the
power supply used to pulse the drift tube being unable to drive a dynamic
load. Hence, the potential on the electrode would drift after the tube was
switched back to high voltage. This time dependant potential would lead to
parts of the ion pulse being accelerated by different amounts thus increasing
the longitudinal energy spread. A large, 3µf, buffer capacitor has since been
purchased to be installed in parallel to the power supply. It is hoped that
this will reduce the amount of drift resulting in ion bunches with properties
similar to those without the pulsed drift tube.
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Figure 3.39: Measured pulse widths (Full Width Half Maximum) as a
function of extraction voltage, δVk . It can be seen that without the pulse
drift tube pulse width on the order of 30 ns were achievable. Using the pulse
drift tube to reduce the longitudinal energy from 5 keV to 1 keV caused
significantly deterioration the pulses with a best achievable width on the
order of 150 ns.

3.3.3 Life-times in the Trap

The cooling of an ion beam through elastic scattering is, unfortunately,
not the only possible interaction possible with the gas. Other effects such
as charge exchange and the formation of molecules can also occur. These
effects lead to the gradual loss of the ions in the trap, thus the ions can only
be stored for a finite amount of time. These effects were studied by injecting
a short pulse of ions into the RFQ by applying a 100µs gate to the incoming
beam. The amplitude of the signal induced on an MCP by the cooled ion
bunch was then measured as a function of the storage time. The longitudinal
trap was formed using the same 7 V DC gradient described in the previous
two sections with the voltage on the last (24) electrode raised to 6 V above
the high voltage bias. The radial trap was formed by applying 60 Vpp RF at
1.15 Mhz. The ions were extracted by applying a ±30 V kick to electrodes 22
and 24. The buffer gas pressure was held at 4.5× 10−3 mbar. For lithium in
hydrogen no appreciable difference in the amplitude of the signal was noted
for storage times up to 30 ms. The results for lithium in helium are shown
in figure 3.40. A clear decay in the amplitude of the extracted pulse was
observed with half-life t 1

2
= 5.7± 0.1 ms.
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Figure 3.40: Amplitude of the signal induced on the MCP for lithium ions
in a helium buffer gas as a function of cooling time.
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3.4 Summary

The theory of a square-wave driven linear Paul trap has been presented and
combined with a simple viscous drag model. It has been shown how the
an ion beam can be cooled and bunched in such a device. A design for a
new set of deceleration optics have been presented which can decelerate a
40πmm mrad beam from 60 keV to 10 eV without significant change in its
transverse phase space profile. A description of the experimental set-up of
the TITAN RFQ in the ISAC hall was given including test ion source, high
voltage cages, gas feed system, square-wave-driver, injection and extraction
optics, beam detection and beam diagnostics. Some results from off-line
testing were presented including DC efficiencies, pulse widths and storage
times. It was observed that lithium ions could be most efficiently cooled
using a H2 buffer gas, with up to 40% DC efficiency demonstrated. The
use of hydrogen as a buffer gas was also observed to result in significantly
increased trapping times. A study of the extracted pulse widths showed
that extremely short pulses, 30 ns FWHM, were achievable. However, use
of a pulse drift tube to reduce the ions longitudinal energy was seen to
significantly deteriorate the quality of the ion bunches.
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Lithium Mass Measurements
and Data Analysis

In this chapter I present the results of the mass measurements of 8,9,11Li.
First a description of the experimental set-up including the Penning trap
and injection optics is given. The results and analysis procedure are then
described including estimates of systematic error. Finally a new value for
the two neutron separation energy of 11Li is calculated and compared to the
other existing experimental results.

4.1 Experimental Set-up

4.1.1 Beam Transfer

In section 3.2.6 the extraction and re-acceleration optics for the ion bunches
that had been cooled in the RFQ were described. Figure 3.33 shows the
extraction optics and the subsequent ion optics used to bring the cooled ion
bunches up onto the ISAC platform. The transport optics between the RFQ
and the Penning trap were designed for a maximum beam energy of 5 keV,
with transport typically carried out at 1 keV. At this low energy it was
possible to use a simple combination of Einzel lenses to bring the beam into
the strong magnetic field of the Penning trap. The layout of these lenses is
shown in figure 4.1.

4.1.2 Lorentz Steerer and Pulsed Drift Tube

In section 2.2.4 a possible method for preparing the ions for a measurement
in the Penning trap was described, whereby the ions were injected into the
Penning trap without any initial radial amplitude. A pure magnetron oscilla-
tion was then excited by the application of a dipolar RF field. This method
is currently in use at most Penning trap mass spectrometers worldwide.
However, when working with very short lived ions it is not always desirable
to apply such an excitation. This is because it takes a finite amount of time,

96



Chapter 4. Lithium Mass Measurements and Data Analysis

Figure 4.1: The low energy transfer line (MPETBL) between the RFQ and
the Penning trap.

typical a few milliseconds, which subsequently reduces the time available for
the mass measurement itself. The Lorentz steerer is a solution to this prob-
lem, initially developed by the LEBIT group at MSU [168, 169], whereby
the dipolar excitation is applied electrostatically outside the Penning trap
but still inside the strong magnetic field.

The layout of the injection optics for the TITAN Penning trap is shown
in figure 4.2. As the ions enter the magnetic field they are manipulated
electrostatically using a series of drift tubes. The ions first enter a wide
drift tube in an area of weak magnetic field. As the field strengthens the
beam is compressed hence a narrower drift tube can be used. A tapered
drift tube that follows the longitudinal gradient of the magnetic field is used
to obtain a smooth transition between the wide and the narrow tubes. The
ions then enter the Lorentz steerer. The steerer is formed by segmenting
a drift tube into four pieces. By applying a small voltage, ±δv, across the
steerer a crossed magnetic and electric field is set-up and the ions obtain an
initial magnetron motion before entering the Penning trap.

Following the Lorentz Steerer the beam is decelerated to a few tens of
electronvolts using a simple drift tube electrostatically biased slightly below
the beam energy. Once the ions are inside the tube its potential is switched
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Figure 4.2: The ion optics for beam injection into the Penning trap.
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down to ground in a manner similar to the pulsed drift tube described in
section 3.2.6. Thus the ions enter the Penning trap at ground potential with
a very low kinetic energy, E ≈ 10 eV.

4.1.3 Penning Trap System

The Penning trap electrode geometry is shown in figure 4.3. Alongside the
usual ring and end-cap electrodes this includes a pair of correction electrodes
in order to compensate for imperfections in the axial harmonic potential
created by the apertures in the end-cap electrodes (required for injection and
extraction) and a pair of guard electrodes to compensate for the deviation in
the radial electric field caused by the finite truncation of the trap electrodes.
Each guard electrode was also segmented into four pieces to allow for the
application of both dipole and quadrupole RF excitations. This kind of
segmentation is unique to the TITAN Penning trap. At all other traps the
ring electrode is segmented to allow for the application of excitations. The
trap electrodes were made from oxygen free copper, as were the drift-tubes
described in the previous section. The trap electrodes were also gold plated
so as to ensure a constant potential across their surfaces and to reduce the
effects of out-gassing which could cause a relatively high vacuum in the
trapping region.

The magnetic field was provided using a custom built super-conducting
magnet from American Magnetics, with a Helholtz configuration. The mag-
net was designed for a maximum field strength of 4 Tesla and a maximum
operable strength of 3.7 Tesla was established. Cooling of the magnet coils
was achieved using baths of both liquid helium and liquid nitrogen. The
injection, extraction and Penning trap electrodes were all mounted in a long
titanium vacuum chamber. This chamber was machined so as to fit into the
room temperature bore of the super-conducting magnet. Room temperature
shim coils were used to correct for any magnetic field inhomogeneity in the
trapping region.

The vacuum in both the MPETBL and the Penning trap itself was pro-
vided using Varian V551 500 l/s turbo-molecular pumps backed with Varian
Turbo-V 81 70l/s turbo-molecular pumps, these in turn were backed with
Varian PTS 300 Scroll pumps. Thus a vacuum on the order of 1×10−10 mbar
was routinely available in the MPETBL. A Varian Vacion plus 300 ion pump
was also used on the Penning trap chamber so as to lower the pressure to
1× 10−11 torr. The actual pressure inside the trap centre is unknown how-
ever storage and excitation times of 2 s were established without significant
interaction with background gas. This is a factor of four times longer than
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Figure 4.3: Rendered drawing of the Penning trap electrodes.
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any excitation applied for the measurements in this thesis.

4.1.4 Extraction and Detection

Extraction of the ions from the Penning trap was achieved by pulsing the
voltage applied to its end-cap electrodes. This extraction signal was also
used to start a clock which measured the time taken for the ion to reach
the MCP. Upon extraction the ions entered a series of drift tubes which
guided the ions out of the strong magnetic field. As they drifted through
these tubes the ions radial kinetic energy was converted into longitudinal
kinetic energy resulting in the desired time of flight effect as described in
section 2.2.3. The magnetic field gradient was strongest inside the tapered
drift tube, hence the voltage applied on this tube was critical in defining the
amplitude and width of the observed time-of-flight spectrum [41]. The ions
were subsequently accelerated into a drift tube, to an energy on the order of
1 keV before passing through an Einzel lens such that they were focused onto
a chevron stack MCP detector. The signal induced on the MCP stopped
the clock and the time of flight was recorded.

Figure 4.4: The ion optics for ion extraction from the Penning trap.
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Parameter Unit Description
Centre Hz Central frequency of the fitted distribution
ρ− mm Initial radius of the magnetron motion
ρ+ mm Initial radius of the reduced cyclotron motion

Conv Percentage completion of the conversion process
ADamp Hz A damping coefficient to take into account the

ions interaction with any background gas
TRF s The length of the quadrupole excitation

TofOff µs Difference between the base-line time of flight and
the peak of the resonance

Table 4.1: Possible fitting parameters in EVA.

4.2 Data Analysis and Systematic Error Budget

4.2.1 Analysis Procedure

The data was analysed using the package EVA which is currently maintained
by S. Schwarz at MSU. The basic function of the package is to fit the time of
flight curves obtained from the Penning trap mass spectrometer. Two types
of fit can be carried out. In the first a simple Gaussian is fit to the central
peak of the spectrum. This is useful for obtaining a quick estimate of the
position of the centroid. The second fit is somewhat more complicated. In
chapter two we saw that the time of flight between the Penning trap and
the MCP could be written as:

T (Er) =
∫ z1

z0

√
m

2(E0 − qV (z)− µ(Er)B(z)
dz, (4.1)

where E0 is the initial energy of the ion, q is its charge, V (z) is the elec-
trostatic potential along the ion’s path, B(z) is the magnetic field strength
along the ion’s path, µ(Er) is the ion magnetic moment, z0 is the initial
position of the ion and z1 is the position of the particle detector. EVA can
carry out a time of flight fit to the data using this function. It takes as an
input quadratic approximations to the longitudinal electric and magnetic
field strengths. The missing ingredient is the radial energy of the ions which
in itself is a function of a number of parameters including the central fre-
quency. This gives a more reliable fit to the data because it also includes
the side bands of the characteristic time of flight spectra. This kind of fit is
often referred to as a MIKE fit after M. König who pioneered its use [110].
A full list of available fitting parameters is given in table 4.1.
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Figure 4.5 shows results from a typical 6Li data set that has been anal-
ysed with EVA. The program produces a number of different plots from the
data two of which are shown. The first, on the left, shows the data binned
by time of flight. It can be seen for 6Li that the data falls within a fairly
narrow window from 20 to 60µs. For low statistics measurements random
events such as dark counts on the MCP detector can shift the measured
cyclotron frequency. Hence, it is usual to exclude events that fall outside of
this time of flight window. EVA also calculates a suggested statistical error
bar for the time of flight resonance as the standard deviation of the binned
time of flight data:

σstat =

√
1
N

∑
i

Ni(ti − t̄)2, (4.2)

Where Ni is the number of counts in each time of flight bin, ti. This error
is applied equally to all data points in the time of flight resonance and so
doesn’t effect the value obtained for central frequency from the fitting rou-
tine. However, an over-estimation of the error bar will lead to unnecessary
uncertainty in the final result. Thus it is desirable to remove events that
are unlikely to be part of the real data, not only because they can shift the
centre frequency, but also because they can artificially inflate the statistical
error. This is achieved by selecting data obtained within a specific time
of flight window. In fact for all the data presented, the selection process
was found to shift the central frequency by an insignificant amount when
compared to the statistical error from the fit. However, excluding data at
higher times of flight was observed to reduce the final uncertainty in the fit
by up to a factor of two.

Once the selection was made a fit was carried out to the resonant spectra.
For measurements carried out using the same initial settings it is reasonable
to expect a number of the parameters listed in table 4.1 be consistent across
all the data sets. For each data set preliminary fits were carried out in
which all parameters, except for the damping constant which was always
assumed zero and the RF excitation time which was known, were allowed to
vary. For each data set consistent values for the conversion factor and initial
reduced cyclotron radius were found. The fits were then redone holding
these parameters constant. The final fits then yielded values for the central
frequency, the initial magnetron radius and the time of flight offset. The
second plot, on the right, in figure 4.5 shows a fit to a typical time of flight
resonance for 6Li taken with an excitation time of 498 ms. The values for
the initial magnetron radii were then used to calculate a systematic error
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Figure 4.5: A typical 6Li data set showing a time-of-flight histogram (left)
and the a resonant spectra (right). The solid line is a fit to the data with
the expected line shape, the fit returns a value for νc = 9450899.16(3) Hz .

associated with relativistic effects, this is discussed further in section 4.2.5 .
The results from the EVA fits were then input into the program SOMA

(Simple Online Mass Analysis) written by R. Ringle [168]. The program
takes results for both the reference and the measured ions. First the refer-
ence frequency at the time of each measurement, νr, is calculated using a
linear interpolation between the references taken before and after the mea-
surement. The ratio, r, of this frequency to the measured frequency, νm, is
then used to calculate the atomic mass, m, as:

r =
νr
νm

, (4.3)

m = r(mr −me) +me, (4.4)

where mr is the atomic mass of the reference ion, and me is the electron
mass. The first ionisation potential for the atomic electrons can also be
included which for lithium is 5.4 eV [170].

4.2.2 Magnetic Field Drift

A possible source of error in a Penning trap mass measurement comes from
changes in the magnetic field between references. The field produced by
the super-conducting magnet has a very slow exponential decay due to a
phenomena known as flux creep [171, 172]. This decay is so slow, typically
δB/B ≈ 1 × 10−9/h, that it is approximately linear over relatively long
periods of time (years). Thus the linear interpolation carried out by SOMA
to find the magnetic strength at the time of the measurement is justified.
However, deviations from this ideal linear behaviour do also occur caused
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for example by variations in the atmospheric temperature/pressure around
the magnet. Changes in pressure affect the boil-off rate, and hence the
temperature, of the liquid helium used to cool the super-conducting coils.
The change in temperature can cause changes in the magnetic permeability
of the insulating materials used in the construction of the magnet and hence
changes the magnetic field [173]. Changes in the room temperature may
also change the permeability of the material surrounding the Penning trap,
i.e. the vacuum chamber, support structure etc., which in turn can cause
slight variance in the magnetic field inside the magnet’s bore.

A number of studies have been carried out at other facilities to try and
reduce the magnitude of such effects. At ISOLTRAP where magnetic fluc-
tuations as large as δB/B = 5 × 10−8 had been observed the frequency of
85Rb ions were measured over a period of days whilst the temperature of the
room temperature bore was also recorded [41]. The results showed a linear
correlation between the temperature and the variation in the field, show-
ing that temperature dependant phenomena could account for the observed
variations in the magnetic field. A number of traps now use a stabilisation
system to maintain the pressure of the liquid helium. This has proven to
reduce magnetic field fluctuations to the order of 1 × 10−9 (see for exam-
ple [173]). Such a system is also planned for TITAN however it was not
installed while these lithium measurements were carried out.

More dramatic changes in the magnetic field of the TITAN Penning trap,
on the order of δB/B = 1 × 10−7 were observed to occur when the large
crane in the ISAC hall was moved over the Penning trap. This is because
the ferromagnetic steel used in the construction of the crane itself becomes
magnetised. This field from the crane in turn modifies the field from the
magnet. Hence during the online run the crane was locked in position at
the far end of the ISAC hall. A shift on the same order of magnitude was
also observed associated with the electromagnets for the TRIUMF cyclotron
coming off-line. However, this occurrence would be easily apparent during
an on-line run due to loss of the proton beam.

Throughout the online run the cyclotron frequency of 6Li was measured
at approximately two hour intervals to serve as the reference for the mass
measurements. The results of these measurements are shown in figure 4.6.
A linear fit to the data gives the field decay rate as:

− 1
B

dB

dt
= 0.20(1)× 10−8/h, (4.5)

the maximum duration of any single measurement during the run was one
hour introducing a systematic error of δm/m = 2× 10−9. The fit residuals
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Figure 4.6: A linear fit to measurements of the cyclotron frequency of 6Li
over the period of data taking for the measurements presented in this thesis.
Here f0 is somewhat arbitrarily taken to be 9450900 Hz. Also shown are
the fit residuals with the atmospheric pressure measured at a local weather
station overlaid.
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are also shown in figure 4.6 alongside the atmospheric pressure as measured
at a local weather station. The plot has been divided into sections, the first
section contains measurements taken before the online data taking began,
the second section shows the reference measurements for the 11Li data, the
third the references for 8Li and finally the forth section contains the refer-
ences for 9Li. The plot of the residuals has a number of interesting features.

1. The data for the atmospheric pressure can be seen to reproduce the
observed trend in the fit residuals for both the 9Li and the 8Li data.
However, there are two points in the 9Li data which show large devia-
tion from the other residuals. During the online run the gas bottle in
the RFQ ran low and had to be replaced. This is a fairly involved pro-
cedure because the gas bottle sits at high voltage. The two wayward
data points were taken just after the gas bottle was replaced. It is
possible that following this procedure one of the numerous parameters
for either the RFQ or the Penning trap was set incorrectly leading to
these errant points. As the exact cause of this fluctuation is unknown
the data was analysed both with and without the data taken after the
gas bottle was changed. The final result of which is discussed further
in section 4.3.

2. The reference data for the 11Li measurements is seen to oscillate be-
tween high and low values. The difference between the values corre-
sponds to a shift in the measured frequency of approximately 1 Hz .
The atmospheric pressure data would also seem to suggest that the
residuals should be constant over this period of time. After the run a
study of the Penning trap was carried out using both 12C and 6Li. For
a combination of large initial cyclotron frequency plus large numbers
of ions in the trap the measured cyclotron frequency was reduced by
approximately 1 Hz. This was found to be due to the saturation of
the MCP detector distorting the measurement. The data was thus
analysed both including and excluding the low lying reference points.

3. There are three reference points taken about fifteen hours into the run
that are not well reproduced by the atmospheric pressure data. The
exact cause of this shift is unknown however the data points followed
a major power surge in which a number of devices electrical/magnetic
devices were brought off-line. Although the magnet has active shield-
ing to try and reduce the amount of interference from external devices
on the field produced, shifts in the magnetic field had previously been
observed following similar incidents.
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SOMA takes a linear interpolation between successive frequency mea-
surements to calculate the reference frequency at the time of the measure-
ment. However, as we have seen non linear effects can occur. An upper
limit on such effect was calculated using the reference measurements for the
8Li and the 9Li measurements (only the data before the RFQ’s gas bottle
was changed). A linear interpolation between the first and last data points
spanning a period of over ten hours was taken. The RMS deviation of the
actual data from the line was then calculated. This was found to correspond
to an uncertainty of δm/m = 7× 10−9 which was included as an additional
systematic. This is a conservative estimate of the error associated with such
effects as the maximum time between successive reference measurements was
only three hours not ten.

4.2.3 Non-ideal trapping Potentials

Frequency shifts can arise from imperfections in the trapping potential.
There are three main source of these kinds of shift [125]:

1. Deviations from the ideal quadrupolar electrostatic field. Such devia-
tions can arise due to the finite truncation of the trap electrodes, the in-
troduction of holes in the end cap electrodes for the injection/extraction
of ions and misalignment of the trap electrodes with respect to one an-
other. The compensated trap design used at TITAN allows to correct
for some of these effects. However, some residual octupole and dode-
capole fields are inevitable. Such fields cause a shift in the measured
mass which scales linearly with the mass difference between the refer-
ence and the measured ion:

δm

m
=
δω

ω

(m−mref )
m

. (4.6)

2. Magnetic field inhomogeneity. If the magnetic field is not constant
over the whole trapping region the ion will see a varying field strength
as its motion is converted from magnetron to reduce cyclotron. If the
reference and the measured ion start with different initial magnetron
radii, or different axial amplitudes, this can lead to a shift in the
measured frequency. Such a shift is to first order mass independent.

3. Misalignment of the trap axis with respect to the magnetic field. This
leads to a shift in the frequency which for small angles is proportional
to the square of the angle between the trap and field axis [111]. Again
this shift is mass independent.
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Electrode Ideal Setting (V) Actual Setting (V)
Correction 3.14 2.8
End-Cap 2 2

Guard 0 0.1
Ring 0 0

Table 4.2: Penning Trap Electrode Voltages

To look at the effects of such shifts both the masses of 7Li and 12C were
measured using the TITAN Penning trap. The best agreement between the
measured and the literature values for the frequency ratio of 7Li to 6Li was
found with the trap settings as shown in table 4.2. This showed some devia-
tion from the ideal settings consistent with e.g. misalignment of the ring and
the end-cap electrodes by 1 thousandth of an inch (0.03 mm) [174]. However,
with this configuration the frequency ratio of 7Li to 6Li was found to agree
with that measured at SMILETRAP at the 7 × 10−9 level (46 eV) [175].
Using the same configuration the mass excess of 12C was measured to be
0.8(4) keV. These were preliminary measurements carried out with a short
excitation time. Hence it is expected that these results will be improved
by further data taking. Due to the comparatively large shift compared to
the 7Li result this shift is mass dependant and hence predominately due to
deviations from the ideal electric field.

With further study and the measurement of a wide range of well known
masses a better understanding of the magnitude of the different types of
frequency shift will be obtained. However, due to the preliminary nature of
the 12C result its outer limit was used to calculate the maximum magnitude
of the possible mass dependant shift. This was then taken as a systematic
error for the lithium measurements as shown in table 4.2.3. It can be seen
that the predicted shift for a mass seven ion is over three times bigger than
that observed. In fact the 7Li result is compatible with the lower limit of
the carbon mass excess. Thus these uncertainties are almost certainly over
estimates which will be improved by further studies of the trap.

4.2.4 Contaminant Ions and Multiple Trapped Ions

Confinement of multiple ions in the trap can lead to a frequency shift caused
by their Coulomb interaction. Such effects have been well studied at other
trap facilities [110, 176]. In general if the ions are of the same species this
leads to a force that acts on the centre of mass of the ion cloud and as such
no frequency shift is observed. However, if two or more ions of differing
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Mass (u) δm (keV) δm/m

7 0.2 3× 10−8

8 0.4 5× 10−8

9 0.6 7× 10−8

11 1 1× 10−7

12 1.2 1× 10−7

Table 4.3: Extrapolated Mass Dependant Shifts

mass are confined then a frequency shift can occur. This effect has been
seen to linearly increase with the number of trapped ions. Possible sources
of contamination in the data presented are:

1. Contaminant ions from the ISAC source. In general the resolving
power of the mass separator may not be good enough to deliver an
ion beam that is isobarically pure. However, previous experiments at
TRIUMF had shown that the lithium beams produced were practically
free of contamination.

2. Chemistry inside the RFQ. Chemical effect in the RFQ may lead to
the generation of unwanted contaminants. However, off-line tests with
6,7Li showed that these effect were negligible when using 2H as the
buffer gas.

3. Decay Products. Although decay of trapped radioactive species is a
possible source of contamination, the energy associated with the decays
are typically much higher than the depth of the trapping potential. As
such the probability of such products remaining in the trap is expected
to be low.

For large numbers of trapped ions the effect of contamination can be probed
by analysing the data with different numbers of hits on the MCP. The true
cyclotron frequency is then found from a linear extrapolation to the result
for a single ion in the trap [177]. However, for all the data presented in this
thesis the number of ions injected into the trap was kept low such that the
number of hits on the MCP was typically in the range of 1 to 2 hits per cycle,
except for the 11Li data where the count rate was much lower. Hence, there
was not enough data at higher counts to perform the linear extrapolation.
However, typical data sets for 8Li and 9Li were re-analysed excluding data
with more that two hits on the MCP. No shift in the central frequency was
observed that was not well contained within the statistical uncertainty on
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Species ρ̄− (mm) (r − rrel)/rrel δm/m
6Li @ 2Hz 0.22(1)
8Li @ 2Hz 0.20(1) 5(1)× 10−10 6× 10−10

9Li @ 2Hz 0.21(1) 6(1)× 10−10 7× 10−10

6Li @ 50Hz 0.38(1)
11Li @ 50Hz 0.46(1) 2.7(1)× 10−9 3× 10−9

Table 4.4: Systematic shift due to relativistic effects

the fits. Hence, the systematic uncertainty due to contaminant ions was
seen to be negligible.

4.2.5 Relativistic Corrections

For extremely high precision Penning trap measurements, e.g. on stable
species with δm/m ≈ 1 × 10−10, it is usual to use a reference ion with
near identical mass to the measured ion, i.e. a mass doublet. In this case
the reference and measured ions have the same velocity, assuming identical
initial magnetron radii, and hence any relativistic effects will cancel out.
However, the measurements presented in this thesis were not made using
mass doublets and hence relativistic effects do occur. The magnitude of
such effects can be calculated by relating the measured frequency ratio, rrel,
to the non-relativistic frequency ratio, r, using:

rrel =
γr
γm

r =
γr
γm

νr
νm

, (4.7)

where γr and γm are the Lorentz factors for the reference and the measured
ions respectively. These Lorentz factors can be calculated using the initial
magnetron radii and the cyclotron frequencies from the fits carried out in
EVA where:

γ =
1√

1− (2πνρ−)2

c2

. (4.8)

The average initial magnetron radii for both the reference and measured
lithium ions is shown in table 4.2.5 alongside the calculated shift in the
frequency ratio. The upper limit of these shifts was then used to calculate
a systematic error for each radioactive lithium species which is also given.
In all cases any systematic error due to relativistic effects can be seen to be
negligibly small for the current precision.
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Facility m (u) ∆ (keV)
SMILETRAP 6.015122890(40) 14086.882(37)
JILA-TRAP 6.015122795(16) 14086.793(15)
AVERAGE 6.015122808(15) 14086.807(14)

Table 4.5: 6Li Reference Masses

4.2.6 Reference Mass

The AME2003 result for the mass of 6Li was based on a measurement on
a single Penning trap mass measurement at the now defunct JILA-TRAP
experiment previously at the National Institute of Standards and Technol-
ogy, USA [92]. As previously a mentioned a more recent Penning trap mass
measurement has also been carried using SMILETRAP [91]. The two results
are summarised in table 4.2.6 . It can be seen that the two results disagree
at the 1.5× 10−8 level, just outside their one standard deviation error bars.
As such the weighted average of the two results, as shown, has been used as
the reference for the measurements in this thesis.

4.3 On-line Results

The following data was taken over a period of three days, from December 12
to December 14, 2007, using surface ionised lithium beams produced with a
75µA, 500 MeV proton beam from the TRIUMF cyclotron impinging on a
tantalum target. The ISAC beam was extracted at an energy of 20 keV and
then cooled and bunched in H2 using the TITAN RFQ. The initial tune into
the RFQ was obtained using a 7Li pilot beam, a maximum DC efficiency of
60% was observed suggesting that the ISAC beam emittance was better than
that from the test ion source. During the run the target-surface ion source
system was operating at less than ideal conditions with a maximum yield
of 3000 11Li per second. Much higher yields of 8,9Li were available. In fact
both beams had to be attenuated using slits in the ISAC separator system so
as to not operate the RFQ at the space charge limit. The Penning trap was
operated with a 2 V well depth, with correction electrode settings that which
were found during previous off-line measurements. All the measurements
were made with respect to the mass of 6Li, with the masses calculated
using the weighted average of the two available high precision Penning trap
measurements of its mass (see section 4.2.6).
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8Li Measurements

Three independent 8Li measurements were carried out over a period of two
hours. For these measurements the trap was operated with a 2 Hz duty cycle
allowing for an excitation time of 498 ms. Data was collected at forty one,
equally spaced values for the excitation frequency in the range 7085950 ±
5 Hz. Before analysis the data was selected inside the time of flight window
20µs to 70µs as discussed in section 4.2.1. A 8Li resonance is shown in
figure 4.7 alongside the three results for the central frequency. To check for
consistency the Birge ratio, R, of the data points was calculated where [178]:

R =
σout
σin

. (4.9)

The outer error, σout gives a measure of the fluctuation of the data around
the mean value:

σout =

√√√√√
∑

i
1
σ2
i
(ri − r̄)

(N − 1) 1P
i

1

σ2
i

, (4.10)

where ri is the ratio of the measured to the reference frequency for each
point, σi is the error associated with the ratio ri, N is the number of data
points and r̄ is the weighted average of ri:

r̄ =

∑
i
ri
σ2
i∑

i
1
σ2
i

. (4.11)

The inner error, σin, is that of this weighted sum:

σin =
√

1∑
i

1
σ2
i

. (4.12)

The error in the Birge ratio can also be calculated and scales with the root
of the number of data points:

σR =
0.4769√

N
. (4.13)

This Birge ratio gives an indication of whether or not any variance in the
experimental data is due purely to statistics or if there is some unknown
systematic in the data. A Birge ratio of 1 means that the data spread is
purely statistical. A ratio greater than one suggests the existence of an
unknown systematic e.g. a Birge ratio of 1.67 would suggest that there is
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r̄ ∆TITAN (keV) ∆AME03 (keV) ∆SMILE (keV)
0.7497657756(32) 20945.70(38) 20946.844(95) 20945.799(65)

Table 4.6: 8Li frequency ratio and experimental value for the mass excess.
The error in the frequency ratio is purely statistical, the error in the mass
excess includes a 380 eV systematic. Also shown are the AME03 values for
the mass excess and the result obtained using the recent SMILETRAP value
for the mass of 7Li

a 67% chance that the variance is not statistical in nature. A Birge ratio
of less than one could suggest that the error bars have been overestimated.
For the 8Li data the three measurements are in good agreement with each
other with a Birge ratio of 0.92(27).
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Figure 4.7: A typical 8Li measurement where νc = 7085960.71(7) Hz (left).
Deviation of the three points from the weighted average of the results where
the solid lines show the error in the weighted mean (right). All three results
can be seen to be in good agreement.

The final result for the 8Li mass excess, ∆, is given in table 4.6 along-
side the AME value [24]. The AME mass of 8Li was obtained from the
Q-vlaue derived from the reaction 7Li(n, γ)8Li which was then added to the
7Li mass. Also listed is the mass of 8Li calculated using the recent SMILE-
TRAP 7Li mass measurement. The error in the given value of r̄ is purely
statistical whereas the error in the mass excess includes a systematic error
of 380 eV (δm/m = 5 × 10−8). The 1 keV deviation from the AME value
is not surprising and is due to the recently discovered 1 keV correction to
the mass of 7Li [91], this is reflected in the good agreement with the mass
excess calculated using the new SMILETRAP result. It is of note that the
value for the mass excess shows a shift of 100 eV when compared to the
SMILETRAP result. This is larger than the statistical error bar. Like the
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7Li result this again corresponds to the lower limit of the mass dependant
shift as calculated using the 12C data.

9Li Measurements

Six separate measurement of the mass of 9Li where made over a period of
eight hours. The Penning trap was run at a frequency of 2 Hz, again with
an excitation time of 498 ms. The half-life of 9Li is only 178 ms, however the
ISAC beam current was more than sufficient to compensate for any losses
due to radioactive decay. Data was collected at forty one frequency steps in
the range 6297542 ± 5 Hz. Before analysis the 9Li data was selected inside
the time of flight window 30µs to 80µs. A typical 9Li resonance is shown
in figure 4.8 alongside the six results. The Birge ratio for all six results is
1.74(19) suggesting a 74% probability that the spread in the data is not
statistical. However, removal of data taken after the RFQ gas bottle was
exchanged reduces the Birge ratio to 1.38(23). The results both with and
without the two data points taken after the gas bottle ran out are shown
in table 4.3. The errors in the numbers are purely statistical except for the
final value for the mass excess which includes a systematic error or 600 eV
(δm/m = 7 × 10−8). The truncated data set gives a result which is 49 eV
higher than the full data set. This is on the limit of its statistical one sigma
error bar. Due to the improved Birge ratio of the truncated set the final
value was taken as this result. The 49 eV difference between the two values
was then added linearly into the final error.
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Figure 4.8: A typical 9Li measurement where νc = 6297541.77(8) Hz. Devia-
tion of the six points from the weighted average of the results where the solid
lines show the error in the weighted mean (right). The dashed lines show the
limits on the weighted mean calculated excluding the last two data points.
The last two values appear to sit too low, this in turn pulls the weighted
average down.
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R r̄ ∆ (keV)
All Points 1.75(19) 0.6663431578(26) 24954.754(46)

Truncated Set 1.38(23) 0.6663431539(29) 24954.803(49)
Final 0.6663431539(68) 24954.80(60)

AME03 24954.3(19)

Table 4.7: Results for the frequency ratio and mass excess of 9Li. Values
are given both including and excluding data taken after the RFQ gas bottle
ran out. The error in all the TITAN data is purely statistical, except for
the error in the final mass excess includes a 600 eV systematic.

11Li Measurements

A total of nine separate measurements of the mass of 11Li were made over
a fourteen hour period. Due to the short half-life, 8.8 ms, of 11Li an ex-
citation time of 18 ms was used, with the Penning trap operated with a
50 Hz repetition rate. Data was collected at 41 frequency steps in the range
5147350 ± 100 Hz. The extracted ions were detected at a rate of approxi-
mately 2000 h−1, or 0.5 s−1.

!100 !50 0 50 100

40

45

50

55

!6

!4

!2

0

2

4

Figure 4.9: A typical 11Li measurement where νc = 5147554.5(7) Hz. Devi-
ation of the three point from the weighted average of the results where the
solid lines show the error in the weighted mean (right).

The final results are shown in figure 4.9 alongside one of the nine resonant
spectra. Only events in the time of flight window 30 to 80µs were selected.
All nine results are in good agreement with each other and have a Birge
ratio of 1.26(16). The results obtained both including and excluding the
four lower lying reference points are shown in table 4.8. Also shown is the
value calculated by shifting the four low lying reference points up by 1 Hz.
All three values agree within systematic errors and there is no significant
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R r̄ ∆ (keV)
All Points 1.26(16) 0.544641766(27) 40728.08(52)

Truncated Set 1.16(19) 0.544641772(34) 40727.96(63)
Shifted Set 1.24(16) 0.544641741(27) 40278.55(52)

Final 0.544641766(27) 40728.1(12)
AME03 40797(19)

MISTRAL 40720.9(46)

Table 4.8: Values for the frequency ratio and mass excess of 11Li. The error
in all the TITAN data is purely statistical, except for the error in the final
mass excess includes a 1 keV systematic.

change in the Birge ratio. The final value is just that calculated using all the
unshifted data. Again, the errors in the results are purely statistical except
for the final value for the mass excess which includes a systematic error or
1 keV (δm/m = 1× 10−7). It can be seen that this new result is about four
times more precise than the previous MISTRAL value. The value for the
mass excess is slightly higher than the MISTRAL result but agrees with it
within two of their error bars. The TITAN result shows a 70 keV difference
from the AME03 value, i.e. greater than three standard deviations.

4.4 The two neutron separation energy of 11Li

Using these new values for the masses of 9Li and 11Li a new value for the
two neutron separation energy of 11Li can now be calculated. This new
value is shown in figure 4.10. The new TITAN result can be seen to agree
with the measurements of Wouters et al. and Kobayashi et al. within one
standard deviation. Agreement with the Bachelet et al., is achieved within
two standard deviations. The Young et al. result is now seen to sit too low
with agreement just outside of two standard deviations. The AME value is
also low due to its predominant weighting on the Young et al. measurement.

In the first chapter the motivation for this new measurement of the
mass of 11Li was presented in terms of good metrology. It was shown that
although two precision results had already been carried out, there was not
good agreement between them. This is a good example of the distinction
between precise and accurate results. Although both results were precise,
meaning that they would both be repeatable with the same equipment, they
could not both be accurate, meaning that one or both sets of equipment had
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Reference Year Method S2n (keV)
Thibault et al. [54] 1975 Mass Spec. 170± 80
Wouters et al. [55] 1988 TOF 320± 120
Kobayashi et al. [56] 1991 11B(π−, π+)11Li 340± 50
Young et al. [57] 1993 14C(11B,11 Li)14O 295± 35
AME 2003 [24] 2003 Mass Evaluation 300± 20
Bachelet et al. [25] 2005 Mass Spec. 376± 5
TITAN 2007 Penning Trap 369.3± 1.3

Figure 4.10: Comparison of the newly measured value of the 11Li two neu-
tron separation energy to that of previous measurements.
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some unknown systematic. With the new TITAN measurement this previous
experimental discrepancy has now been resolved, with agreement between
the MISTRAL and TITAN results, and a clearer picture of the mass and two
neutron separation energy of 11Li emerges. The impact of this measurement
is then clear. The results from the charge radius measurements and the E1
transition strengths can now both be recalculated using the new mass. This
will help to furnish a more consistent experimental picture of 11Li which will
in turn prove an excellent test of nuclear theory.

4.5 Summary

A description of the new TITAN Penning trap mass spectrometer has been
given and results from the measurements of 8,9,11Li presented. The masses
were all found with an uncertainty equal or better than δm/m = 1× 10−7.
The limiting factor in the precision of the measurements is the mass depen-
dant systematic uncertainty due to deviations from the ideal quadrupolar
electric field. This uncertainty will be improved by further studies of the
trap. The measurement of 11Li sets a new record for the shortest lived
isotope ever measured using Penning trap mass spectrometry with a half-
life, 8.8 ms, over seven times shorter than the previous record (74Rb, t1/2 =
65 ms) held by ISOLTRAP. Using the new measurements a value for the
two neutron separation energy of 11Li was calculated, S2n = 369.3± 1.3 keV
with a precision over four times better than any previous result.
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Summary and Outlook

In early 2002 I first started work on the TITAN project. At this time I was
charged with the initial design of a new RFQ cooler and buncher; the first
stage of TITAN. In 2003 the project was officially funded by NSERC and
work began on the design of the Penning trap. By late 2004 the RFQ was
set-up on an off-line test stand, with full commissioning by the end of 2005.
In 2006 the test set-up was dismantled and the RFQ moved to the ISAC
hall. The new on-line set-up was commissioned in December 2006 using
a 7Li beam extracted from the ISAC source. In 2007 construction of the
Penning trap was begun along with the beam-line on the TITAN platform.
The first off-line beam was delivered to the Penning trap in August 2007 and
the first resonance was achieved with 6Li just days before the first scheduled
on-line run. During this on-line run preliminary measurements of the masses
of 8,9Li were made. This was followed in November by a measurement of
the mass of 8He, using unscheduled beam obtained during testing of a new
FEBIAD ion source. The measurements of 8,9,11Li presented in this thesis
were made in the middle of December 2007.

The RFQ beam cooler is now routinely operational on the ISAC floor and
has been successfully used to cool a variety of ion beams from both on-line
and off-line sources. Cooling and bunching of heavy and light ions has been
demonstrated with excellent DC efficiencies. The new deceleration optics
have been commissioned with beams of up to 30 keV initial energy and have
been proven to work effectively. However, further testing of the RFQ is still
planned. An Allison type emittance meter has been built and will be used
to measure the transverse emittances of the extracted ion bunches [179].
A set of attenuators has been machined and will be installed between the
test ion source and the RFQ allowing for the injection and storage of very
low ion currents, I ≈ 100 pA. With a small number of ions extracted from
the RFQ, the signal induced on an MCP by each individual ion will be
resolvable. Counting of these pulses will allow for measurements of the
RFQ efficiency in pulsed mode. A new mode of operation for an RFQ
has also recently been demonstrated whereby the injected lithium ions were
stored in its lower sections. These ions were subsequently extracted and

120



Chapter 5. Summary and Outlook

re-accelerated back into the ISAC beam line where they were detected on
an MCP. Fluorescence of these reverse-extracted, cooled ions via collinear
laser spectroscopy will allow for further commissioning of the RFQ through
measurements of longitudinal energy spreads as well as allowing for new
studies of atomic physics.

Full systematic studies of the TITAN Penning trap are ongoing. Mea-
surement of a range of well known masses will soon push the systematic
uncertainty in online measurements below the 1 × 10−8 level. However,
with the measurements presented in this thesis it has been demonstrated
that high accuracy, high impact physics can already be done, only four
months after the experiment came online. The advantage of carrying out
such measurements at TRIUMF is also clear. The high available yields of
11Li was one of the contributing factors that made this experiment possi-
ble, the shortest-lived isotope ever measured using the technique of Penning
trap mass spectroscopy. This breakthrough development, the measurement
of a very-short-lived isotope, now opens the door for studies on other exotic
nuclei and has pushed the limits in accessible half-lives down by almost an
order of magnitude. Programs to study the halo nuclei 6,8He, 12,14Be and
17,19N are now planned for the near future. Full commissioning of TITAN
including the EBIT is planned for summer of 2008 with some isotopes of
calcium and potassium.

In summary the masses of the isotopes 8,9,11Li have been measured to
a precision of 1 × 10−7 or better using the newly commissioned TITAN
Penning trap mass spectrometer. Using these new values the two-neutron
separation energy of 11Li has been calculated as 369.3 ± 1.3 keV, the most
precise measurement of this quantity to date, over 20 years after the initial
discovery of 11Li as a halo nucleus. Like the previous best result from the
MISTRAL group the newly calculated two neutron separation energy shows
more than three sigma deviation from the previously accepted atomic mass
evaluation, AME2003.
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Appendix A

Emittance and acceptance

A.1 The Concept of Emittance

The quality of an ion beam is best described using the concept of emittance.
The ideal ion beam is a group of identical particles all travelling with the
same velocity, i.e. in a common direction of motion. However, in reality such
an ideal beam is not achievable. Instead the ions will have a small spread in
energy, (for on-line facilities typically 1 to 100 eV) which is characteristic of
the ion production and acceleration method, as well as having small angular
divergences (typically 1 to 100 mrad) from the common direction of motion.

In order to quantify how the properties of a beam differ from the ideal
case we can define three emittances as the areas that the beam occupies in
momentum-position phase space with respect to three cartesian coordinate
axes. The ideal beam has zero emittance. The larger the emittance of the
beam the further it deviates from the ideal case. If we define the z- axis as
the common direction of motion of our beam it is usual to denote the area
occupied in the (x, px) and the (y, py) phase spaces as the transverse emit-
tances and the area in the (z, pz) phase space as the longitudinal emittance.
Using the small angle approximation it is easy to show that the transverse
velocities of the ions are proportional to their angular divergences. Hence, it
is common to give transverse emittances as the area occupied in the (x, θx)
and (y, θy) spaces in units of π ·mm ·mrad. It is also common practice to
give the longitudinal emittance as the area of the beam in energy-time phase
space, in units of eV · µs.

An ion beam can be considered to be a cloud of point-like particles in six
dimensional phase space, (x, y, z, px, py, pz), with each of the individual par-
ticles following its own unique temporal evolution. According to Liouville’s
theorem, the volume of such a cloud will remain constant as a function of
time under the application of conservative forces even though the shape of
the cloud will, in general, change [180]. If, as is generally the case, the forces
acting in the x-, y- and z- directions are independent of each other then the
areas of the three individual sub-spaces, (x, px), (y, py) and (z, pz), must
also be conserved even though the shape of their boundaries can change
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with time. Therefore according to Liouville’s theorem the three emittances
of an ion beam are constant under the application of conservative forces.

A.2 The Concept of Acceptance

When designing electromagnetic devices to transport, manipulate and an-
alyze ion beams, it is important to ensure that the devices make efficient
use of the beam. This is even more so when operating with radioactive nu-
clei where production methods are fairly cumbersome and often only small
production yields can be achieved.

Consider the simple example of a narrow drift tube; if the beam entering
the tube is too wide the edges of the beam will be lost (see figure A.1a)
and if the beam entering the tube is too divergent then it will hit the walls
(see figure A.1b). From this simple example we can see that the tube has
an acceptance profile in position-momentum phase space, in order for the
beam to be transported through the tube without losses it is necessary
for the transverse emittance of the beam to overlap completely with this
acceptance profile.

Ion Beam Ion Beam

a b

Figure A.1: (a) A wide parallel beam enters a narrow tube. A large pro-
portion of the beam is lost. (b) A narrow diverging beam enters a narrow
tube. Again a large proportion of the beam is lost.

Consider the example of an electrostatic barrier with an ion beam inci-
dent on it. If the height of the barrier is set equal to the mean kinetic energy
of the incoming beam then all the ions with kinetic energies less than the
mean will be stopped whereas ions with kinetic energies greater than the
mean can pass the barrier. Now, consider a voltage supply used to bias the
potential barrier with an inherent ripple such that the barrier height oscil-
lates between a value slightly less than the lowest energy of the beam and
a value slightly higher than the highest energy of the beam, in this case the
number of ions passing the barrier will oscillate as a function of time (see
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figure A.2). This system has an acceptance in energy-time phase space and
again for a beam to pass through the system without losses its longitudinal
emittance must completely overlap with this acceptance.

Ion BeamIon BeamIon Beam

V

de

t1 t2 t3

Figure A.2: A beam with energy spread ∆E impinges on a electrodynamic
barrier. At time t = 0 all the beam passes above the barrier whereas at time
t = 2 ∆t the whole beam is stopped.

In general, we conclude that all physical systems have an acceptance in
six dimensional phase space. Efficient transport of an ion beam through
a system relies on the matching of the beam emittance to the system’s
acceptance. If the beam’s volume in phase space completely overlaps with
the system’s acceptance then the beam will be transported without loss.

A.3 Mathematical Description of Emittance

The definition of emittance presented here is that typically used for lower
energy non-relativistic beams. This definition is not normalised, meaning
that direct comparisons between the emittances of beams with different
energies should not be made. For a good overview of the material presented
see [181].

In practice the best ion beams achievable are produced with Gaussian
profiles in both position and velocity. This means that the distribution of
particles in position-momentum space can be described by a two dimen-
sional Gaussian with the rms emittance defined as the area, A, of the ellipse
bounding the distribution at one standard deviation divided by π (see figure
A.3):

εrms =
A
π
, (A.1)
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Figure A.3: The rms emittance is defined as the area of the ellipse bounding
the normal distribution at one standard deviation divided by π.

Such an ellipse is typically defined using the Twiss parametrization where:

εrms = γx2 + 2αxẋ+ βẋ2, (A.2)

and:

xmax =
√
εrmsβ, (A.3)

ẋmax =
√
εrmsγ, (A.4)

x′ = α(εrms/γ)
1
2 , (A.5)

ẋ′ = α(εrms/β)
1
2 , (A.6)

βγ − α2 = 1, (A.7)

where xmax, ẋmax, x′ and ẋ′ are defined as shown in figure A.4).
The sigma matrix is also another common representation of the emit-

tance where:

σ = εrms

(
β −α
−α γ

)
=
(
σ11 σ12

σ12 σ22

)
,

(A.8)

σ11 = x2
max, (A.9)

σ22 = ẋ2
max. (A.10)

The emittance is given by:

εrms =
√
|σ| =

√
σ11σ22 − σ2

12. (A.11)
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Figure A.4: The Twiss parameters of an ellipse can be related to the points
shown (see equations A.3, A.4, A.5 and A.6 ).
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In the field of optics lenses, prisms and mirrors are used to control the
passage of light through a system. In ion optics electromagnetic fields are
used to control the passage of charged particles through a system. In analogy
to the well know matrix method in optics it is possible to define a transfer
matrix, M , for a system of ion optics such that:(

x
ẋ

)′
= M

(
x
ẋ

)
=
(
m11 m12

m21 m22

)(
x
ẋ

)
.

(A.12)

If the transfer matrix for a system is know the transformation of the beams
sigma matrix as it passes through the system can be calculated as:

σ′ = MσMT (A.13)

where MT is the transpose of the matrix M . Expansion of this product
leads to the useful relationship:

σ′11 = m2
11σ11 + 2m11m12σ12 +m2

12σ22, (A.14)

which relates the three parameters of the sigma matrix before an optical
element to a single element after the element. Hence, measurement of the
beam width as a function of voltage applied on an optical element can be
used to calculate the emittance of a beam as long as the transfer matrix is
known.

The Gaussian density distribution of the beam in position-momentum
phase space can be expressed in terms of the sigma matrix coefficients as:

ρ(x, ẋ) =
1
2
πεrmsexp[−1

2
~xTσ−1~x], (A.15)

where:

~x =
(
x
ẋ

)
. (A.16)

Hence, if the density distribution of the particles is measured, the emittance
can be found by fitting a Gaussian to it. Alternatively the emittance can be
calculated using the relationship:

εrms =
√
〈x2〉〈ẋ2〉 − 〈xẋ〉2, (A.17)

where the angle brackets, 〈〉, denote the average of the values over the two
dimensional phase space.

The rms emittance of a beam encompasses around 39% of its ions. Dif-
ferent definitions of emittance in common use give the area in phase space
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ε/εrms 1/4 1 4 6 9
Percentage of particles enclosed 15 39 87 95 99

Table A.1: Scaling factors to convert rms emittance into other commonly
used forms.

containing other percentages of the beam. For a Gaussian beam the rms
emittance can be easily converted to the emittance containing any percent-
age of the beam by multiplication of a scaling factor. Some typical scaling
factors are given in table A.1.
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The ISAC Facility at
TRIUMF

The ISAC (Isotope Separator and ACcelerator) facility produces radioactive
ions for use in a variety of different experiments using the ISOL (Isotope Sep-
arator On Line) method [182]. The proton beam produced by the TRIUMF
(TRI-University Meson Facility) cyclotron (I ≤ 100µA, E = 500 MeV)
impinges on a solid target. At these energies nuclear reactions such as spal-
lation and fragmentation take place and radioactive species are produced.
These nuclei diffuse out of the target, are ionised, and are subsequently elec-
trostatically accelerated to an energy between 12 and 60 keV. A two stage
magnetic dipole separator is then used to select ions with a specific charge-
to-mass ratio which are delivered to the experimental area.

The ISAC facility uses a number of different targets in order to provide a
large variety of different species of radioactive ions. The facility is designed
to deliver beams with A ≤ 235 to the low energy, E ≤ 60 keV, experimental
area. Further acceleration of the beam is achieved using a 35.4 MHz RFQ
linear accelerator which can accelerate beams with A/q ≤ 30 from an en-
ergy of 2 keV/u to 153 keV/u and an addition 106 MHz variable energy Drift
Tube Linac (DTL) which can accelerate beams with 3 ≤ A/q ≤ 6 to ener-
gies of 1.8 MeV/u. The TITAN experiment is installed in the low energy
experimental area.

The TRIUMF cyclotron produces a continuous proton beam, hence the
ion-beam produced at ISAC is also continuous. The emittance of the beam
depends on the method of ionisation. At the present time most ISAC beams
are created using a surface ion source whereby atoms with a low ionisation
potential are converted into singly charged ions on contact with a metal
surface of high work function. This method results in fairly low emittance
beams, ε99% ≈ 10πmm mrad at 40 keV, with a longitudinal energy spread
on the order of a few electron-volts. However, for ions with higher ionisation
potentials other methods must be used. Two methods are currently under
development using laser and plasma ion sources.

Laser ionisation produces ion beams with properties comparable to sur-
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face ionisation. Further, because the laser used is tuned exactly to the
energy of the first ionisation potential of the species of interest a beam that
is isotopically very pure is produced. This method has the disadvantage
that a new laser scheme must be developed for ionisation of every species of
interest.

There are two types of plasma ion source Forced Electron Beam Ion
Arc Discharge (FEBIAD) and Electron Cyclotron Resonance (ECR). In a
FEBIAD gaseous atoms are loaded into a chamber whereby ionisation oc-
curs via collisions with a electrons produced with a hot filament. This
kind of source produces beams with longitudinal energy spreads compa-
rable to surface ion sources with transverse emittances on the order of
ε99% ≈ 20πmm mrad at 40 keV. In an ECR source ionisation also occurs via
collisions with an electron beam. However, the beam is caused to oscillate
through the atomic gas by the application of a resonant microwave field. The
advantage of this method is that the electrons can be accelerated to very
high energies by the microwave field and hence highly charged ions can be
produced. Recent tests of the ECR source at TRIUMF showed it produced
beams with transverse emittances from 20 to 50πmm mrad at 40 keV [183].
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